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Abstract

We prove the first rigidity and classification theorems for crossed product von Neumann
algebras given by actions of non-discrete, locally compact groups. We prove that for ar-
bitrary free probability measure preserving actions of connected simple Lie groups of real
rank one, the crossed product has a unique Cartan subalgebra up to unitary conjugacy.
We then deduce a W* strong rigidity theorem for irreducible actions of products of such
groups. More generally, our results hold for products of locally compact groups that are
nonamenable, weakly amenable and that belong to Ozawa’s class S.

1 Introduction and statement of the main results

Popa’s deformation /rigidity theory has lead to a wealth of classification, rigidity and structural
theorems for von Neumann algebras, and especially for II; factors arising from countable groups
and their actions on probability spaces, through the group von Neumann algebra and the group
measure space construction of Murray and von Neumann. We refer to [Po06, ValOa, Io12, Val6]
for an introduction to deformation/rigidity theory. The main goal of this article is to prove
rigidity and classification theorems for crossed products by actions of non-discrete, locally
compact groups.

The classification problem for II; factors M given as crossed products M = L>®(X) x I' for
free ergodic probability measure preserving (pmp) actions of countable groups splits into two
separate problems: the uniqueness problem for the Cartan subalgebra L°°(X) and the classi-
fication problem for I' ~ (X, ) up to orbit equivalence. Striking progress has been made on
both problems. In [OP07], it is proved that for profinite free ergodic pmp actions of the free
groups F,, the crossed product M has a unique Cartan subalgebra up to unitary conjugacy.
In [CS11], it was shown that the same holds for profinite actions of nonelementary hyperbolic
groups and actually for profinite actions of nonamenable, weakly amenable groups in Ozawa’s
class § introduced in [0z03, Oz04]. For arbitrary free ergodic pmp actions of the same groups,
the uniqueness of the Cartan subalgebra was established in [PV11,PV12].

The first goal of this paper is to prove that also for locally compact groups that are nonamenable,
weakly amenable and in class S, crossed products M = L*°(X) x G by arbitrary free ergodic
pmp actions have a unique Cartan subalgebra up to unitary conjugacy. This class of groups
includes all rank one simple Lie groups, as well as all locally compact groups that admit a
continuous and metrically proper action on a tree, or on a hyperbolic graph (see Proposition
7.1). The precise definition of property (S) goes as follows.
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Definition. Let G be a locally compact group and denote S(G) = {F € LY(G) | F(g) > 0
for a.e. g € G and || F||; = 1}. Equip S(G) with the topology induced by the L'-norm. We say
that G has property (S) if there exists a continuous map 7 : G — S(G) satisfying

klim IIn(gkh) —g-n(k)|ls =0 uniformly on compact sets of g, h € G. (1.1)
—00

By [BOO08, Proposition 15.2.3], Ozawa’s class S (see [0z04]) consists of all countable groups I'
that are ezact and that have property (S).

Our uniqueness of Cartan theorem can then be stated as follows. In Section 3, we actually
prove a more general result, also valid for nonsingular actions (see Theorem 3.1) and thus
generalizing the results in [HV12] to the locally compact setting.

Theorem A. Let G = G1 X ---x Gy, be a direct product of nonamenable locally compact second
countable (lcsc) weakly amenable groups with property (S). Let G ~ (X, ) be an essentially
free pmp action.

Then L (X) x G has a unique Cartan subalgebra up to unitary conjugacy.

To understand Theorem A, note that if G is non-discrete, then L°°(X) is not a Cartan subal-
gebra of M, but there is a canonical Cartan subalgebra given by choosing a cross section for
G ~ (X, ) (see Section 3).

We then turn to orbit equivalence rigidity. In Section 4, we prove a cocycle superrigidity
theorem for arbitrary cocycles of irreducible pmp actions G; x G2 ~ (X, ) taking values in
a locally compact group with property (S). This result is similar to the cocycle superrigidity
theorem of [MS04], where the target group is assumed to be a closed subgroup of the isometry
group of a negatively curved space. We then deduce that Sako’s orbit equivalence rigidity
theorem [Sa09] for irreducible pmp actions G; x G2 ~ (X, u) of nonamenable groups in class
S stays valid in the locally compact setting. Recall here that a nonsingular action G; x Ga ~
(X, ) of a direct product group is called irreducible if both G; and G3 act ergodically.

In combination with Theorem A, we deduce the following W* strong rigidity theorem. This is
the first W* strong rigidity theorem for actions of locally compact groups.

Theorem B. Let G = G x Gy and H = Hy x Hy be unimodular lcsc groups without nontrivial
compact normal subgroups. Let G ~ (X, u) and H ~ (Y, n) be essentially free, irreducible pmp
actions. Assume that G1,Gs, H1, Hy are nonamenable and that Hy, Hy are weakly amenable
and have property (S).

If p(L>®(X) x G)p = q(L>*(Y) x H)q for nonzero projections p and q, then the actions are
conjugate: there exists a continuous group isomorphism 6 : G — H and a pmp isomorphism
A: X =Y such that A(g-x) = d(g) - A(x) for all g € G and a.e. x € X.

Fiz Haar measures on G and H and denote by Tr the associated normal semifinite trace on
the crossed products L>®°(X) x G and L*°(Y) x H. If the Haar measures are normalized such
that 0 is measure preserving, then Tr(p) = Tr(q). Also, the isomorphism p(L*°(X) x G)p =
q(L>®(Y) x H)q has the explicit form given in Remark 4.3.

We deduce Theorem A from a very general structural result on the normalizer Ny (A) = {u €
UM) | uAu* = A} of a von Neumann subalgebra A C M when M is equipped with an
arbitrary coaction ® : M — M ® L(G) of a locally compact weakly amenable group with
property (S), see Theorem F below. The main novelty is to show that the main ideas of [PV11]
can be made to work in this very general and much more abstract setting, by using several
results from the harmonic analysis of coactions.



We prove uniqueness of Cartan subalgebras by applying this general result to the canonical
coaction ® : L(R) — L(R)® L(G) associated with a countable pmp equivalence relation R and
a cocycle w : R — G with values in the locally compact group G. Applying the same general
result to the comultiplication A : L(G) — L(G) ® L(G) itself, we obtain the following strong
solidity results for locally compact group von Neumann algebras.

Recall that a diffuse von Neumann algebra M is called strongly solid if for every diffuse amenable
von Neumann subalgebra A C M that is the range of a normal conditional expectation, the
normalizer Ay (A)” remains amenable. When also the amplification B(¢2(N))® M is strongly
solid, we say that M is stably strongly solid, see [BHV15].

Theorem C. Let G be a locally compact group with property (S) and assume that L(G) is
diffuse.

1. If G is unimodular and weakly amenable, then for every finite trace projection p € L(G), we
have that pL(G)p is strongly solid.

2. If G is second countable, if G has the complete metric approximation property (CMAP) and
if the kernel of the modular function Gy = {g € G | 6(g) = 1} is an open subgroup of G,
then L(QG) is stably strongly solid.

Note that the von Neumann algebras L(G) appearing in the second part of Theorem C can be
of type III. The assumption on Gy being open in the second part of Theorem C is not essential,
but it makes the proof much less technical. In all our examples of locally compact groups G
with property (S) and with L(G) being nonamenable, the assumption is satisfied.

Examples D. Every finite center connected simple Lie group G of real rank one is weakly
amenable and has property (S). Every locally compact group G that acts metrically properly
on a tree (not necessarily locally finite) has CMAP and property (S). Every locally compact
hyperbolic group is weakly amenable and has property (S). References and proofs for these
statements are discussed in Section 7.

For locally compact groups G acting properly on a tree, [HR16, Theorems C and D] and [Ral5,
Theorems E and F] provide criteria ensuring that L(G) is a nonamenable factor. Applying
Theorem C, we thus obtain the first examples of nonamenable strongly solid locally compact
group von Neumann algebras. In particular, when n,m € Z with 2 < |m| < n and G denotes
the Schlichting completion of the Baumslag-Solitar group BS(m, n), then L(G) is strongly solid,
nonamenable and of type I}, /,| by combining Theorem C and [Ral5, Theorem G].

Combining Theorem A with [PV08, Proposition 7.1], we also obtain the following first examples
of II; factors having a unique Cartan subalgebra up to unitary conjugacy, but not having a
group measure space Cartan subalgebra, in the sense that the countable equivalence relation
generated by the unique Cartan subalgebra cannot be written as the orbit equivalence relation
of an essentially free group action.

Corollary E. Let G = Sp(n, 1) withn > 2 and let G ~ (X, ) be any weakly mizing Gaussian
action. Put M = L*°(X)xG. Then, M is a Il factor that has a unique Cartan subalgebra up
to unitary conjugacy, but that has no group measure space Cartan subalgebra. In particular, its
finite corners pMp are I, factors with unique Cartan subalgebra, but without group measure
space Cartan subalgebra.

As explained above, Theorems A and C follow from a general result on normalizers inside tracial
von Neumann algebras M that are equipped with a so-called coaction of a locally compact
group. Recall that a coaction of a locally compact group G on a von Neumann algebra M is a



faithful normal *-homomorphism ® : M — M ® L(G) satisfying (? ®id)® = (id ® A)®, where
A: L(G) = L(G) ® L(G) is the comultiplication given by A(Ag) = Ay ® Ay for all g € G.

Assume that ® : M — M ® L(G) is a coaction, Tr is a faithful normal semifinite trace on M
and p € M is a projection with Tr(p) < oco. Let A C pMp be a von Neumann subalgebra. We
say that

e A can be ®-embedded if the pMp-bimodule ®(p)(L?(Mp) ® L*(G)) given by = - & -y =
®(x)€(y ® 1) admits a nonzero A-central vector;

e A is ®-amenable if there exists a nonzero positive functional Q on ®(p)(M @ B(L?(G)))®(p)
that is ®(A)-central and satisfies Q(®(x)) = Tr(z) for all z € pMp.

Note that the ®-amenability of A C pMp is equivalent with the left A-amenability of the
pMp-M-bimodule ¢(,nrp)®(p)(L*(M) @ L*(G))ar in the sense of [PV11, Definition 2.3] and
this amenability notion for bimodules is a generalization of relative amenability for pairs of
von Neumann subalgebras introduced in [OP07, Section 2.2]. The following dichotomy type
theorem is a locally compact version of [PV12, Theorem 3.1].

Theorem F. Let G be a locally compact group that is weakly amenable and has property (S).
Let (M, Tr) be a von Neumann algebra with a faithful normal semifinite trace and ® : M —
M®L(G) a coaction. Let p € M be a projection with Tr(p) < oo and A C pMp a von Neumann
subalgebra.

If A is ®-amenable then at least one of the following statements holds: A can be ®-embedded
or Nparp(A)” stays ®-amenable.

Finally, in order to obtain stable strong solidity, we have to replace the normalizer N (A) by
the stable normalizer N3 (A) = {x € M | zAz* C A and z*Ax C A}. Adapting the methods
of [BHV15] to the abstract setting of Theorem F, we obtain the following result.

Theorem G. If in Theorem F, we add the hypothesis that G has the complete metric approxi-
mation property, then in the conclusion, we may replace the normalizer Npprp(A)” by the stable

normalizer Njy, (A)".

2 Proof of Theorem F

The proof of Theorem F follows closely the proofs of [PV11, Theorem 5.1] and [PV12, Theorem
3.1]. The main novelty is to develop, in the context of coactions of locally compact groups, a
framework in which the main ideas of [PV11, PV12] are applicable. To do this, we need several
results from the harmonic analysis of coactions and their crossed products, which were proven
for arbitrary locally compact quantum groups in [Va00, BSV02, BS92].

Fix a weakly amenable, locally compact group G with property (S). Denote by A(G) the
Cowling-Haagerup constant of G, see [CH88]. Also fix a von Neumann algebra M with a
faithful normal semifinite trace Tr and a coaction ® : M — M ® L(G). Let p € M be a
projection with Tr(p) < oo and A C pMp a von Neumann subalgebra that is ®-amenable.
Denote by A : L(G) — L(G) ® L(G) the comultiplication, given by A(Ay) = Ay ® Ay.

Weak amenability. Denote by A(G) the Fourier algebra of G, defined as the predual of
L(G) and identified with a subalgebra of the algebra Cj(G) of bounded continuous functions
on G, by identifying w € L(G), with the function g — w()s). We denote by A.(G) C A(G)
the subalgebra of compactly supported functions in A(G). By weak amenability of G, using
[CH88, Proposition 1.1] and a convexity argument, we can fix a net 7, € A.(G) such that the



associated normal completely bounded maps m,, : L(G) — L(G) : my(x) = (id ® n,)A(x)
satisfy

lmnlles < A(G) < 0o for all n, and

_ 2.1
(id ® my,)(X) — X strongly, for all Hilbert spaces H and X € B(H) ® L(G). 21)

Define the normal completely bounded maps ¢, : M — M : ¢,(z) = (id ® n,)®(x). Using
that ® is a coaction, we get that ® o ¢, = (id ® m,,) o ®. Since ® is faithful, ® is completely
isometric and thus, ||¢n|lcb < ||mn||cb. Since @ is a homeomorphism for the strong topology on
norm bounded subsets, we get that ¢, (x) — x strongly for every x € M.

Notations and terminology. Denote K = L?*(Mp) ® L*(G) and view ® as a normal x-
homomorphism ® : M — B(K). Also define the normal *-antihomomorphism p : A — B(K)
given by p(a)¢é = {(a ® 1). Define N' = ®(M) V p(A) as the von Neumann subalgebra of
B(K) generated by ®(M) and p(A). Note that N' C B(L?(Mp)) ® L(G). We also denote by
p:A— B(L?(Mp)) the *-antihomomorphism given by right multiplication.

Whenever V is a set of operators on a Hilbert space, we denote by [V] the operator norm closed
linear span of V. Denote by Ny C N the dense C*-subalgebra defined as Ny := [®(M)p(A)].
Write ¢ = ®(p).

We say that a normal completely bounded map ¢ : pMp — pMp is adapted if the following
two conditions hold.

1. There exists a normal completely bounded map 6 : gN'q¢ — B(L*(pMp)) with 8(®(x)p(a)) =
Y(x)p(a) for all z € pMp and a € A.

2. There exist a Hilbert space £, a unital *-homomorphism m : ¢gNpg — B(L) and maps
V. IW : Npap(A) — L such that

Tr(w*y(x)va) = (mo(P(x)p(a))V(v), W(w)) for all x € pMp,aec A,v,w e Npap(A) ,
and, defining [|V||oc = sup{HV(v)H ‘ v E NpMp(A)}, we have ||[V||co [[W]loo < 00 .

We denote by || adap the infimum of all possible values of Tr(p) ™ ||V||so [|W||co-

Step 1. Let w € A(G) and define m : L(G) — L(G) by m = (id ® w) o A. Also define
¢: M — M by ¢ = (id ® w) o ® and, as before, note that (id ® m) o ® = ® o . Put
Y pMp — pMp : p(x) = pp(z)p. We claim that ¢ is adapted and that || ||adap < [|72]|cb-

To prove step 1, we first prove the following statement: the pMp- A-bimodule pMpL2 (pMp)a is
weakly contained in the pMp-A-bimodule g (unrp)q(L*(Mp) @ L*(G))a g 1-

Using the leg numbering notation for multiple tensor products, we view
K' = q2(L*(M) @ L*(G) ® L2(Q))q13

as the standard Hilbert space for q(M ® B(L%*(G)))g. The left representation of ¢(M ©
B(L?(G)))q on K' is given by left multiplication in tensor positions 1 and 2, while the right
representation is given by right multiplication in tensor positions 1 and 3. The ®-amenability
of A then provides a net of vectors & € K’ satisfying

lign@(iﬁ)lz &, &) = Tr(r) and lilm |®(a)12& — & P(a)i3]| =0

for all z € pMp and a € A. This implies that pMpL2 (pMp)4 is weakly contained in the pMp- A-
bimodule ¢ (prrp),,K'a(4),5- Since the pMp-bimodule g (parp),./C s (parp),, is unitarily conjugate to
a multiple of the pMp-bimodule ¢(prrp)q(L*(Mp) @ L*(G))parp e 1, the above weak containment



statement is proven. So, we get a unital *-homomorphism ¢’ : gNog — B(L?(pMp)) satisfying
0'(®(x)p(a)) = xzp(a) for all x € pMp,a € A.

Define the normal completely bounded map 6 : gN'q — B(L?*(pMp)) by 0(z) = p(id ® w)(z)p.
By construction, §(®(z)p(a)) = ¥(x)p(a) for all z € pMp and a € A. Since 0(x) = 6'(¢(id ®
m)(z)q) for all x € gNoq, we get that [|0]|cp < ||m]|ep. So, the Stinespring like factorization
theorem (see e.g. [BO08, Theorem B.7]) provides a Hilbert space £, a unital *-homomorphism
7 : ¢Nog — B(L) and bounded operators Vo, Wy : L?(pMp) — L satisfying 0(x) = Wmo(x)Vo
for all x € gNog and Vol IWoll = [|0llcb < ||mlep. It now suffices to define V and W by
restricting Vo and Wy to Nparp(A4) C L2(pMp). So we have proved that v : pMp — pMp is
adapted and that |[¢||aqap < ||m|cb. This concludes the proof of step 1.

Notations and terminology. We start with a net 7, € A.(G) such that the associated
normal completely bounded maps m,, : L(G) — L(G) given by m,, = (id®mn,,) o A satisfy (2.1).
Defining

Yn s pMp — pMp : thn(x) = p(id @ 1) (z)p ,

we obtain a net of adapted completely bounded maps 1, : pMp — pMp such that ¢, (z) — z
strongly for all € pMp and limsup, ||¢n|ladap < A(G). We call such a net an adapted
approximate identity. We then define k > 1 as the smallest positive number for which there
exists an adapted approximate identity v, : pMp — pMp with limsup,, ||[¢n|ladap < K. We fix

such a v, realizing &.

Since each 1, is adapted, we have normal completely bounded maps 6, : gN'q — B(L*(pMp))
satisfying 6, (®(x)p(a)) = Yn(x)p(a) for all x € pMp and a € A. We can thus define p,, €
(gNq)« given by u,(T) = (0,(T)p,p) and satisfying u,(®(x)p(a)) = Tr(¢n(x)a) for all = €
pMp, a € A.

For every v € Npap(A), denote by 8, the automorphism of A/ implemented by right multipli-
cation with v* ® 1 on L?(Mp) ® L?(G). Note that B,(®(x)p(a)) = ®(x)p(vav*) for all x € M
and a € A. In particular, 8,(q) = q and we also view (3, as an automorphism of gN7g.

Step 2. The functionals u,, satisfy the following properties.

—_

- limsup,, [[pn|| < oo,

[\)

- Nimy, pn (®(z)p(a)) = Tr(za) for all z € pMp, a € A,

w

- dimy, [|pn 0 (By 0 Ad @(v)) — || = 0 for all v € Mypr,(4),

W

- Nimy, [[(®(a)p(a*)) - pin — pn|| = 0 for all a € U(A).

To prove step 2, one can literally repeat the argument in [Oz10, Proof of Proposition 7] and
[PV11, Proof of Proposition 5.4], because for every v € Npap(A) and every adapted approx-
imate identity v, : pMp — pMp, the maps = — ¥, (zv*)v and = — v*,(vx) form again
adapted approximate identities.

Step 3. There exist positive normal functionals w,, € (¢gNq), satisfying
1. lim,, w,(®(x)) = Tr(z) for all x € pMp,

2. limy, |lwp, © (By 0 Ad®(v)) — wy|| = 0 for all v € Nparp(A),

3. limy, wyp(®(a)p(a*)) = Tr(p) for all a € U(A).

To prove step 3, choose a weak® limit point Z € (pA'p)* of the net p,. We find that Z(®(z)) =
Tr(x) for all x € pMp, that = is invariant under the automorphisms /3, o Ad ®(v) for all
v € Npup(A) and that (®(a)p(a*)) - E = E for all a € U(A). Define Q1 = |Z|. So Q is a



positive element of (¢N¢)* satisfying
Mo(ByoAd®(v)) = and (P(a)p(a®)) Q= forall v e Npp(A),a e U(A). (2.2)
Furthermore, we have that
Te(@) = [E(@()P < 0]l 1(@(*e)) for all = € pMp.

In order to conclude the proof of step 3, we need to modify €; so that its restriction to ®(pMp)
is given by the trace. We first modify €1 so that this restriction is normal and faithful.

The bidual of the embedding ® : pMp — ¢gNq is an embedding ®** : (pMp)*™ — (¢Nq)*™.
Denote by z € Z((pMp)**) the support projection of the natural normal x-homomorphism
(pMp)** — pMp given by dualizing the embedding (pMp). < (pMp)*. By construction, for
every ) € (pMp)*, the functional Q(-z) belongs to (pMp).. Write z; = ®**(z). Whenever
a € Aut(gNq) satisfies a(®(pMp)) = ®(pMp), the bidual automorphism o** € Aut((gNq)**)
satisfies a**(z1) = z1. In particular, z; commutes with every unitary in ¢\ ¢ that normalizes
®(pMp). Since ®(pMp) C gNgq is regular, it follows that z; belongs to the center of (gN q)**.
Applying the statement above to the automorphism « = 8,0Ad ®(v) and the unitary ®(a)p(a*),
it follows that the positive functional Qa(-) = Q4 (- 21) still satisfies the properties in (2.2).

By density, we have | Tr(z)|? < ||€1]] Q1 (®** (2*x)) for all x € (pMp)**. Since Tr(x) = Tr(xz)
for all x € pMp, we conclude that | Tr(z)|? < ||1]| Qo(®(z*z)) for all z € pMp. In particular,
Qg0 is faithful. Since Qa(P®(z)) = Q2(P**(22)) for all x € pMp, we get that 3 0 ® is normal.
So, we find a nonsingular 7" € L'(pMp)* such that Qa(®(x)) = Tr(2T) for all x € pMp. Since
(2.2) holds, we have that T' commutes with NMyrsp(A). For every n > 3, we then define the
positive functional €2,, on g\ ¢ given by

() = Qa(@((T +1/n)"12) - (T +1/n)"1/?).

Each Q,, satisfies the properties in (2.2). Choosing €2 to be a weak*-limit point of the sequence
Q,,, we have found a positive functional 2 on ¢\ ¢ that satisfies the properties in (2.2) and that
moreover satisfies Q(®(z)) = Tr(z) for all z € pMp. Approximating €2 in the weak* topology
and taking convex combinations, we find a net of positive w,, € (¢gNq). satisfying the conditions
in step 3.

Notations and terminology. Choose a standard Hilbert space H for the von Neumann
algebra A/, which comes with the normal *-homomorphism m; : N' — B(H), the normal x-
antihomomorphism m, : N' — B(H) and the positive cone H™ C H. For every v € Npnp(4),
denote by W, € U(#H) the canonical implementation of £, € Aut(N).

Step 4. There exist vectors &, € HT satisfying m(q)&, = &, = m(q)&y for all n and
L. limp (m(®(2))éns &n) = Tr(pzp) = limy (1, (P(2))&n, &n) for all z € M,

2. limy, || (@ (0)) 7, (B(0%)) Wl — &nll = 0 for all v € Nyary(A),

3. limy, |7 (®(a))&, — m(p(a))éa]l = 0 for all a € U(A).

Note that m;(q)m.(q)H serves as the standard Hilbert space of g\ q. Define &, € m(q))m - (q)H™
as the canonical implementation of the normal positive functional w,, € (¢N¢).. The properties
of wy in step 3 translate into the above properties for &, by the Powers-Stgrmer inequality.

Notations and terminology. Define the coaction ¥ : N' = N ® L(G) given by ¥ = id ® A.
By [Va00, Definition 3.6 and Theorem 4.4], the coaction ¥ has a canonical implementation
on H, given by a nondegenerate x-homomorphism 7 : Cy(G) — B(H) satisfying the following
natural covariance properties w.r.t. m;, m. and W.



Denote by C3(G) C L(G) and C;(G) C R(G) the canonical dense C*-subalgebras. We
denote by ®uin the spatial C*-tensor product and define V€ M(Co(G) ®min C5(G)) and
W € M(Co(G) ®@min C5(G)) given by the functions V(g) = Ay and W(g) = p,. Define the
unitary operators X,Y € B(H ® L*(G)) given by X = (7 ® id)(V) and Y = (7 ® id)(W).
Denoting by x : L(G) — R(G) : x()g) = p, the canonical anti-isomorphism, the covariance
properties are then given by

(m®id)¥(z) = X(m(z) @ X" and (7, @ \)¥(z) =Y (7(z) @ 1)Y*
for all z € V.
Formulation of the dichotomy. We are in precisely one of the following cases.

e Case 1. For every F € Cy(G), we have that limsup,, ||7(F)&,|| = 0.

e Case 2. There exists an F' € Cy(G) with limsup,, ||7(F)&,| > 0.

We prove that in case 1, the von Neumann subalgebra Ny, (A)” C pMp is ®-amenable and
that in case 2, the von Neumann subalgebra A C pMp can be ®-embedded.

Case 1 — Notations and terminology. Since G has property (S), we have a continuous map
Zy : G — L?(G) satisfying || Zo(g)|| = 1 for all g € G and

| Zo(gkh) — Ag(Zo(k))|| =0 uniformly on compact sets of g,h € G. (2.3)

lim
k—o0
For each F € Cy(G), we view ZoF € Co(G) ®@min L*(G) and in this way, Zy is an adjointable
operator from the C*-algebra Co(G) to the Hilbert C*-module Co(G) ®min L?(G). Define
Ve M (C3(G) ®min Co(G)) given by the function g — 4. So, V is just the flip of the unitary
V defined above. As operators on L2(G)® L%(G), we have A(a) = V(1®a)V* for all a € L(G).

By [BSV02, Section 5], the closed linear span
My=[(i[d@w)®(z) |z € M,w € L(G)] (2.4)

is a unital C*-subalgebra of M. Also, ®(Mq) C M (Mo ®min C5(G)) and the restriction of ® to
My defines a continuous coaction. In particular, the closed linear span

Si = [@(Mo)(1 ® Co(G))] € M ® B(L*(G)) (2.5)

is a C*-algebra (i.e. the crossed product of My and the coaction ® of C3(G), as first defined in
[BS92, Définition 7.1]) and

My =[(ld®@w)®(z) | x € My,w € L(G).] - (2.6)

Case 1 — Step 1. We claim that
(18 Z0)d(x) — (@ ®id)D(@) (1 © Zo) € ) Sumin LA(G) (2.7)

for all x € M.

Note that (2.3), with h = e, can be rephrased as follows: (1® A})Zo — (Mg ® 1)ZpA;, belongs to
Co(G) @min L*(G), uniformly on compact sets of g € G. This means that for every F € Cy(G),
we have

Vis(Zo @ F) — Vis(Zo ® F)V* € [Co(G) ® L*(G) ® Co(G)]

and thus, because V normalizes Co(G x G),

VisVis(Zo @ F) — (Zo @ F)V* € [(Co(G) ® L*(G) ®@ Co(G))V*] . (2.8)



Using that 1723 and X~/13 commute, we similarly find that
VasVis(Zo @ F) — (Zo @ F)V € [(Co(G) ® L2(G) ® Co(G))V] . (2.9)

By (2.6), it suffices to prove (2.7) for x = (1 ® n*)®(y)(1 ® p) where y € My and where
n,p € Ce(G) are viewed as vectors in the Hilbert space L*(G). Fix F € Cy(G) such that
n*F = n* and Fu = p. Using that ® is a coaction and that A(a) = V(1 ® a)V* for all
a € L(G), we find that

(P@id)P(r) = (1010 107") Vay Vas B(y)1a Vo V31 (10 1@ 1@ p) .
Twice using that p = Fpu, it then follows from (2.8) that

(@ ©id)®(z) (1© Zo)
=(1®10107") VsV dy)u(l® Zyo F)Va1eleu) + T
=(1®10107) VaVad@ule Zoo ) Vi(1lelou + T
—(1010107) VauVu(1©Zo21) @i Ve (1olou) +T  (2.10)

where the error term 7' belongs to
(1@ 1®1® LA(G)*) Ve Vs ®(Mo)14 (1@ Co(G) ® L*(G) @ Co(G)) Vs (1® 1 ® L*(@)))] -

Using that [®(Mo)(1 ® Co(G))] = S = [(1 ® Co(G))P(Mo)], that Va4 and Vay commute, that
[V(L?(G)®Co(@))] = [L*(G) ® Co(G)] and that V normalizes Co(G) @min Co(G) = Co(G x G),
we get that T" belongs to

[(1®1®1® LY(G)*) Va Vas (1 ® Co(G) @ L*(G) ® Co(G)) (Mo)13 Vs (1 © 1 ® L*(G))]
(1®1®10 LY(G)") Vas (1® Co(G) @ LAH(G) ® Co(G)) ®(Mo)1s Vi (1® 1@ LA(G))]
[(1® Co(G) ® LH(G) (1 ®1® LA(G)*) Vag ®(Mo)1s Ve (1 © 1 ® L*(G))]
[(1® Co(G)® L Q) (1®1® LAG)*) (¢ ®id)®(M) (1®1® L*(G))]
[(1® Co(G))P(Mo) © L*(G)] = S @min L*(G) -

Using that n* = n*F and using (2.9), we can continue the computation in (2.10) and find that

(® ®id)®(x) (1 ® Zy)
=(1®101@7) VaVau(l©Zo® F)0(y)i3Ves(1ol@u) + T
—(1@1e1en) (18 Z® F)Vady)sVa(leleu + T +T
=(1®2Z2)121en)(?eid)®(y)(leleou) +T'+T
=(1®2)®(x)+T' +T

where the error term 7" belongs to

(191910 LYG)") (12 Co(G) @ L*(G) @ Co(G)) Vas ®(Mo)13 Vas (1 © 1 @ L2(G))]
= [1® Cy(G)® L* (@) (1®1® L*G)*) (¢ ®id)®(M) (1® 1 ® L*(G))]
= 5] ®min L2(G) .

So (2.7) and step 1 are proven.

Case 1 — Step 2. Define the x-homomorphism (; : M — B(H) : § = m o ® and the
s-antihomomorphism ¢, : M — B(H) : ¢, = m o ®. Define

= [G(Mo) ¢+ (Mo) m(Co(G)) Wy | v € Npap(A)] - (2.11)



Finally, define the isometry Z € B(H,H ® L?(G)) given by Z = (7 ®id)(Zy). We claim that
S C B(H) is a C*-algebra and that

ZG(x) — (G @id)®(z)Z and  Z((x) — (G(x) ®1)Z  belong to S @min L2(G)  (2.12)

for all x € M.

Since ¢; : My — B(H) and 7 : Cy(G) — B(H) are covariant w.r.t. the continuous coaction
¢ : My — M (Mo ®@min C;(G)), they induce a nondegenerate representation of the full crossed
product. Since G is co-amenable, the canonical homomorphism of the full crossed product onto
the reduced crossed product is an isomorphism. The reduced crossed product is given by the
C*-algebra S; defined in (2.5). So, we find a nondegenerate *-homomorphism

6, 51— B(H) : 0(®(2)(1® F)) = Ga)x(F) ,

for all z € My, F' € Cy(G).

Associated with the coaction ® : M — M ® L(G), we have the canonical coaction ®°P : MP —
M°P ® R(G) defined as follows. Denote by v : M — M°P : v(z) = x°P the canonical *-anti-
isomorphism. As before, define the x-anti-isomorphism x : L(G) — R(G) = n()\g) = p;. Then,
PP oy = (v® x) o . The corresponding crossed product C*-algebra is

Sy = [@°P(MP)(1 ® Co(G))] € M ® B(L*(G)) .
Since also (- and 7 are covariant, we similarly find a nondegenerate *-homomorphism
0, : S, — B(H) : 0, (P (2P)(1® F)) = (- (z)n(F) ,

for all z € My, F' € Cy(G).

So 0;,(S;) = [Gi(Mo)m(Co(@))] and 0,.(S,) = [¢(Mo)7(Co(G))] and these are C*-algebras. More-
over, the unitaries W,,, v € Nparp(A), commute with §(M), ¢, (M) and 7(Co(G)). So, the space
S defined in (2.11) is a C*-algebra and

S = [01(50) 6,(S:) Wi | 0 € Nyary(A)]

Also, 0,(S5;) € S and 6,(S,) C S.
Applying to (2.7) the canonical extension of 6; ® id to the multiplier algebra, we find the first
half of (2.12). In the same way as we proved (2.7), one proves that
(1 ® Z)®°P(2°P) — (®°P(2°P) ® 1)(1 ® Zp) € Sy @min L*(G) (2.13)
for all x € My. Applying 6, ® id to (2.13), also the second half of (2.12) follows and step 2 is
proven.
Case 1 — Notations. Write G = Nup(A) and consider the x-algebras CG and D = M ®,iq
M @41 CG. Define the *-homomorphisms
©:D = B(H):0(xoyv) =) G@Yy) Wy ,
©1:D = BH®L*(G)): 01(r@yP @v) = (¢ @id)®(z) (((y) W@ 1) .
Choose a positive functional 2 on B(#) as a weak™® limit point of the net of vector functionals
T — (T¢,, & ). The properties of the net &, established in step 4 above then imply that:
Q1) =Q0O0@(pepPep)=T(p), QUO(x®1xp))="Tr(pxp) for all z € M, (2.14)
QO @ (v)P ®wv)) = Tr(p) for all v € G. '
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Case 1 — Step 3. Writing C = ||| A(G)?, we claim that

1(0(2))] < C||©1(z)| forall z€D. (2.15)

Since W, commutes with 7(Cy(G)) for all v € G, we have ZW,, = (W, ® 1)Z for all v € G.
Denoting Dy = My Qalg My® Qalg CG, (2.12) implies that

Z'01(x)Z —O(x) e S forall z € Dy. (2.16)

Since we are in case 1, we have that Q(7(F)) = 0 for all F' € Cy(G). So, Q(T) = 0 for all
T € S. Tt then follows from (2.16) that

2(0(2))] = [AZ701(x)2)| < Q] [|©1(2)]|  for all 2 € Dy . (2.17)

To conclude step 3, we now have to approximate as follows an arbitrary x € D by elements in
Dy.

Take a net 7, € A(G) such that the net m,, = (id ® ,,) o A satisfies (2.1). Define ¢, : M — M
by ¢, = (id®mny) o ®. Note that the image of ©; lies in B(H) ® L(G) and that (id®@my,) o001 =
©1 0 (pp ®id ®id). It follows that

191((¢n ®@id ®@id)(x))|| < A(G) ||©1(x)|| for all x € D and all n .

Denoting by x1 : L(G) — L(G) the period 2 anti-automorphism given by x1(A\g) = A\g-1, the
representation ©; is unitarily conjugate to the representation

©2: D = B(H® L*(G)) : O2(z @y @ v) = (G(z) @ 1) (¢ @ x1)@(y) Wy @ 1) .
So, writing ¢nt (y°P) = (¢m(y))°P, we also find that
101((id ® %P ®id)(z))|| < A(G) ||©1(z)|| for all 2 € D and all m .
Altogether, we have proved that
101 ((pn ® %P ®@id)(z))]| < A(G)?||©1(z)|| for all 2 € D and all n,m .
For every T € B(H), write || Tl = /Q(T*T). Since
1< (on () = G(@)I[E = Tr(p(pn(z) — 2)*(pn(2) — 2)p)

for every x € M, it follows from the Cauchy-Schwarz inequality that for every = € D and every
m7

QO((id @ gy @id)(x))) = lm QO ((pn © gy @ id)(2))) -

Similarly, we have
QA(O(x)) = lim Q(O((id ® ¢3F © id)(x))

for all z € D. Since (¢, ® ¢ ®id)(x) € Dy for all n,m, it follows from (2.17) that
2((pn @ ¢y @id) ()] < [[Q[[[€1((#n @ ¢l @id)(2))]| < C[O1(2)]]

for all n, m. Taking first the limit over n and then over m, we find that (2.15) holds and step 3
is proven.

Case 1 — End of the proof. Because of (2.15), we can define a continuous functional €; on
the C*-algebra [©1(D)] satisfying 21(01(x)) = Q(O(x)) for all x € D. Since

21(01(2)"01(z)) = QO(z*x)) >0
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for all x € D, it follows by density that 2; is positive.

Extend Q to a functional on B(H ® L?(G)) without increasing its norm. So ©; remains
positive. Write

@1 =01(p®p?P ®p)=(G®id)2(p) (¢(p) ®1) .
For every v € G, define

Uy :=01(v @ (v")P @v) = (¢ @id)(2(v)) (¢ (v )Wy ® 1)
and note that U, is a unitary in B(q;(H ® L*(G))). By (2.14), these unitaries U, satisfy

Q1 (Uy) = (O1(v® (V)P @) =QUO(ve (v)P ®@v)) = Tr(p)
=QO(pep®@p) =AUO1(p@p* @p)) =(q) -

By (2.14), we also have that

Q(1-—q) =1 -6(pep*®p)) =0 and
D ((G®id)(P(x))) =Q2O(r®@1®p)) = Tr(prp) for all x € M.

Altogether, we have in particular that 1 is U,-central for every v € G.

Define the positive functional Q3 on ¢(M ® B(L?*(G)))q given by Qa(T) = Q1((¢ @ id)(T)).
Then, Qo (®(x)) = Tr(z) for all x € pMp. Since for every v € G, the functional Q; is U,-central,
while ¢ (v*)W, ®1 commutes with ((; ®id)(q(M @ B(L*(G)))q), we get that Q0 is ®(G)-central.
Writing P = Nparp(A)”, the Cauchy-Schwarz inequality implies that Qg is ®(P)-central. So
we have proved that P is ®-amenable.

Proof in Case 2. After passing to a subnet, we may assume that there is an F' € Cyp(G) such
that the net ||7(F)&,|| is convergent to a strictly positive number. Choose a positive functional
Q on B(H) as a weak® limit point of the net of vector functionals T +— (T, &, ). Define the
C*-algebra S1 := 0;(S;) = [((Mo)7(Co(G))]. Denote by Q; the restriction of 2 to S{. By the
properties of the net &, established in step 4 above, ;((;(x)) = Tr(pzp) for all x € M and
is (;(A)-central. Also, the restriction of €; to Sj is nonzero.

Define § = [|Q]s, || and put e = §(4A(G)3 + 2A(G)% + 2)~L. Since the elements 7 (F'), with
F € C.(G) and 0 < F < 1, form an approximate identity for Si, we can fix F € C.(G) with
0<F<1and

N(r(F)>d—¢e and | (T)— N0 (Tw(F))| <el|T| forall T €Sy .

As above, take a net of completely bounded maps ¢, : M — M such that [|¢,||» < A(G) and
on(M) C My for all n and ¢, (x) — x strongly for all = € M. Because 4 ((;(x)) = Tr(pzp) for
allz € M,

0 (G(2)TG(y)) = lm Q1 (Gen(2)) TG (n(y))) (2.18)

for all z,y € M and T € SY.
Using the (;(A)-centrality of €1, we then find, for all a € U(A),

<N (n(F))+e=N0(Ga)r(F)§(a) + &
— lim Re 2, (G0 (a")7(F)Gi(pn(a))) + < .

Since ¢ (pm(a*))m(F)(n(a)) belongs to S; and has norm at most A(G)?, we get that

§ < limsup Re €21 (G (@) m(F )G (@) (F)) + £(AG) + 1) (2.19)
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We claim that there exists an wy € A(G) such that the corresponding completely bounded map
wo: M — M : oy = (id ® wp) o ® satisfies ||pollch < 2A(G) and

T(F)G(z)n(F) = n(F)G(po(x))m(F) for all z € My . (2.20)
Using 6; : S; — 51, it suffices to construct wy € A(G) such that ||¢ollcbr < 2A(G) and
1F)®)(1®F)=01& F)®(po(x)(1® F) forall z€ M. (2.21)

Denote by K C G the (compact) support of F. By [CH88, Proposition 1.1], we can choose
wo € A(G) such that wg(g) = 1 for all g € KK~! and such that the map mg = (id ® wg) o0 A
satisfies [|mo||en < 2A(G). As operators on L?(G), we have that FA,F = 0forallg € G\KK L.
It follows that FxF = Fmg(z)F for all € L(G). Writing ¢p = (id ® wp) o ®, we then also
have

1F)P)(1F)=1&F)(1id®m)(®(z)) 1 F) = (1® F)®(po(x))(1® F) .

So (2.21) holds and (2.20) is proved.

Combining (2.20) and (2.19) and using that (;(p,(a*))7(F)((eo(en(a))) is an element of Sy
with norm at most 2A(G)?, we get that

0 < limsup Re 01(G(pn(a))m(F)G(po(@n(@))m(F)) +(A(G)? +1)

< lim sup Re 01 (G (on(a”))7(F)G(po(en(a)))) +6/2
As in (2.18) and using the (;(A)-centrality of ©;, we conclude that
6/2 < Re (G(a™)m(F)G(po(a))) = Re i (w(F)G(po(a)a”))
for all a € U(A). For every T € S| and x € M, we have
|0 (T¢(2))|* < 0 (TT*) Tr(pz*ap) .
So we find a unique 1 € L*(Mp) such that
QN (m(F)G(z)) = (zp,m) forall x e M.

It then follows that
0/2 < Re{po(a)a*,n) forall a e U(A).

Since wy € A(G), we can take &1,& € L*(G) such that wy(g) = (A\gé1,&) for all g € G. Tt
follows that
0/2 <Re(®P(a)(p®&)a*,n®&) forall aeU(A).

Defining &3 € ®(p)(L?(Mp) ® L?(G)) as the element of minimal norm in the closed convex hull
of {®(a)(p®&)a* | a € U(A)}, we conclude that &3 satisfies ®(a)€s = E3a for all @ € A and
that Re(£3,n ® &) > §/2. So, {3 # 0 and we have proven that A can be ®-embedded.

3 Uniqueness of Cartan subalgebras; proof of Theorem A

Theorem A is a special case of the following general result. To formulate this result, recall
that a nonsingular action G ~ (X, pu) of a lesc group G on a standard probability space is
called amenable in the sense of Zimmer if there exists a G-equivariant conditional expectation
E:L*(X x G) = L®°(X) w.r.t. the action G ~ X x G given by g (z,h) = (g -z, gh).
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Theorem 3.1. Let G = G X --- x Gy, be a direct product of lcsc weakly amenable groups with
property (S). Let G ~ (X, 1) be an essentially free nonsingular action. Denote by G the direct
product of all G, 7 # 1.

If for every i € {1,...,n} and every non-null G-invariant Borel set Xo C X, the action
G; ~ L™(X0)% is nonamenable in the sense of Zimmer, then L>°(X) x G has a unique
Cartan subalgebra up to unitary conjugacy.

In particular, L>*(X) x G has a unique Cartan subalgebra up to unitary conjugacy when the
groups G; are nonamenable and the action G ~ (X, u) is either probability measure preserving
or irreducible.

Cross section equivalence relations. Theorem 3.1 is proven by using cross section equiv-
alence relations. These were introduced in [Fo74,Co79] and a rather self-contained approach
can be found in [KPV13, Section 4.1 and Appendix BJ.

Let G ~ (X, ) be a nonsingular action of a lesc group G on the standard probability space
(X, ). This means that X is a standard Borel space and that G ~ X is a Borel action that
leaves the measure p quasi-invariant in the sense that u(g - U) = 0 if and only if () = 0,
whenever Y C X is Borel and g € G. Assume that this action is essentially free, meaning that
almost every point x € X has a trivial stabilizer. Since the set of points x € X having a trivial
stabilizer is a Borel subset of X, we may equally well assume that the action is really free.

A cross section for G ~ (X, ) is a Borel subset X; C X with the following two properties.

e There exists a neighborhood U of e in G such that the map U x X; — X : (g,z) — g -z is
injective.

e The subset G - X7 C X is conull.

Note that the first condition implies that the map G x X; — X : (¢g,x) — ¢ - = is countable-
to-one and thus, maps Borel sets to Borel sets. So, the set G - X; appearing in the second
condition is Borel.

A partial cross section for G ~ (X, ) is a Borel subset X7 C X satisfying the first condition
and satisfying the property that G - X; is non-null.

Given any partial cross section X7, the equivalence relation R on X; defined by
R={(yy)eXixXi|yeG y'}

is Borel and has countable equivalence classes. Also, X; has a canonical measure class, given by
a probability measure p1, and this measure p; is quasi-invariant under the equivalence relation
R. The cross section equivalence relation R on (Xi, p1) is thus a countable nonsingular Borel
equivalence relation.

By construction, the von Neumann algebra L(R) is canonically isomorphic with ¢(L>°(X)xG)q,
for some projection ¢, see e.g. [KPV13, Lemma 4.5]. In this way, cross sections define the
canonical Cartan subalgebra L*>(X) x G.

As will become clear in the proof of Theorem 3.1, it is useful to allow p to be a o-finite measure
and to consider the special case where p is scaled by the inverse of the modular function of
G, meaning that u(g-U) = 6(g) " 'u(U) for all Borel sets Y C X and all g € G. This covers
in particular the case where p is a G-invariant probability measure and G is unimodular. Fix
a right invariant Haar measure A on G and recall that A(gU) = §(g) "' A\(U) for all Borel sets
U CGandgedqG.

Let p be a o-finite measure on X that is scaled by the inverse of the modular function. Let
X1 C X be any partial cross section (and note that the definitions above only depend on the
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measure class of p so that taking p to be o-finite makes no difference). Then there is a unique
o-finite measure w1 on X7 such that the following holds: whenever I/ is a neighborhood of e in
G such that the map ¥ : U x X1 — X : (g,2) — g¢-z is injective, we have W, ( Ay X 1) = plu-x, -
This measure p is tnvariant under the cross section equivalence relation.

In the case where G is unimodular and p is a G-invariant probability measure, we get that

is a finite R-invariant measure. It is then more customary to normalize p1, so that p; becomes
an R-invariant probability measure on X; and

U, (A x p1) = covol(X1) plesxy -

The scaling factor covol(X7) is called the covolume of X;. Note that this covolume is propor-
tional to the choice of the Haar measure on G.

The coaction ®,, associated with a cocycle w and w-compactness. Let R be a countable
pmp equivalence relation on the standard probability space (X1, u1). Denote by [R] its full
group, i.e. the group of all pmp isomorphisms ¢ : X7 — X7 with the property that (¢(x),z) € R
for all z € X;. Denote by [[R]] the full pseudogroup of R, consisting of all partial measure
preserving transformations with the property that (¢(x),z) € R for all x € dom(yp). The
tracial von Neumann algebra M = L(R) is generated by the Cartan subalgebra L>(X;) and
the unitary elements u,, ¢ € [R], normalizing L>°(X;). Similarly, every ¢ € [[R]] defines a
partial isometry u, € M. Finally, R is equipped with a natural o-finite measure and L?(M) is
naturally identified with L?(R).

Let G be a lcsc group and w : R — G a cocycle, i.e. a Borel map satisfying

w(z,y)w(y, z) =w(x,2) forae. (z,y,2) e R?,
where R® = {(z,y,2) € X1 x X1 x X1 | (z,y) € R and (y,2) € R} is equipped with its
natural o-finite measure. Note that w(z,x) = e for a.e. x € X.

We say that a von Neumann subalgebra B C pMp is w-compact if for every € > 0, there exists
a compact subset K C G such that

Ib— PE@)ll <e bl forall be B,

where P is the orthogonal projection of L*(R) onto L?(w™!(K)).
Given a von Neumann subalgebra B C M, the same argument as in the proof of [ValOb,
Proposition 2.6] implies that the set of projections

{pe B'NM | pis a projection and Bp is w-compact }

attains its maximum in a unique projection p and that this projection p belongs to Ny (B)' NM.
We associate to w the coaction

O, M >MQL(G) : P, (F)=F®1 , ®,(uy) = (u, @ 1)V, ,
for all F € L*°(X;) and all ¢ € [R], where V,, € L>(X1) ® L(G) is given by V,(z) = A

w(ep(x),T)"
We deduce from Theorem F the following result.

Theorem 3.2. Let R be a countable pmp equivalence relation on the standard probability space
(X1, p1). Let G be a weakly amenable locally compact group with property (S) andw : R — G a
cocycle. Write M = L(R) and assume that A C M is a ®,,-amenable von Neumann subalgebra
with normalizer P = Ny (A)". Denote by p € P’ N M the unique mazximal projection such that
Ap is w-compact. Then, P(1 —p) is ®,-amenable.
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Proof. By Theorem F, we only have to prove the following statement: if p € A’NM is a nonzero
projection such that Ap can be ®,-embedded, then there exists a nonzero projection ¢ € A’'NM
such that ¢ < p and Aq is w-compact. Since Ap can be ®,-embedded, there exists a nonzero
vector £ € L?(M) ® L?(G) such that @, (p)é = ¢ = £(p® 1) and such that @, (a)¢ = £(a® 1)
for all a € Ap.

Denote by ¢ the smallest projection in M that satisfies £ = {(¢® 1). Then, g€ A/NM, ¢<p
and q # 0. Viewing ¢ as affiliated with the W*-module M ® L?(G), we can take the polar
decomposition of ¢ and find V € M ® L?(G) satisfying V*V = ¢ and Va = ®,(a)V for all
a € Ap.

Define G C [[R]] consisting of all ¢ € [[R]] for which the set {w(¢(x),z) | z € dom(¢)} has
compact closure in G. For every ¢ € [R] and every € > 0, we can choose a Borel set U C X
with pq(X7 \ U) < € such that the restriction of ¢ to U belongs to G. Therefore, the linear
span of all Fu,, F''€ L*(X1), ¢ € G, defines a dense x-subalgebra My of M. By construction,
for every x € My, there exists a compact subset K C G such that x = P (x).

Choose € > 0. Consider on the W*-module M ® L?(G) the norm | - ||2 given by the embedding
M ® L*(G) c L*(M) ® L*(G), as well as the operator norm || - [|. By the Kaplansky
density theorem, we can take W € My ®a1q Co(G) C M ® L*(G) such that |[W|l < 1 and
|V —Wll2 <e/3 and [|[W*W — g|l2 < /3. For every a € M, we find that

3 9
[Va=Walla < [V-Wl lall < < lall and  [|®u(@)V = @u(@)W > < llal] [V =12 < £ ]

Therefore, ||®,,(a)W —Wallz < Z || for all a € Ap. Since ||[W o < 1 and |[W*W —q||» < /3,
we find that
Wy, (a)W — aqllz < €l (3.1)

for all a € Ap.

When ¢ € C.(G) have (compact) supports K; C G, then (1 ® &)@, (x)(1 ® &) belongs to
L2(w™ (KoK 1)) for all 2 € M. So because W € My ®,1, Ce(G), we can take a compact subset
K C G such that W*®,,(xz)W belongs to the range of Py for every x € M. It then follows from
(3.1) that ||P{(aq) — aqll2 < €|a| for all @ € Ap. For every element a € Ag, we can choose
a1 € Ap with [ja1]] = ||a|| and a = a1q. So we have proved that ||Py(a) — all2 < €||a|| for all
a € Aq. Since € > 0 was arbitrary, this means that Aq is w-compact. O

In the formulation of Corollary 3.3 below, we make use of the following notion of an amenable
pair of group actions, as introduced in [AD81]. Let G be a lcsc group and let G ~ (Y, 7n) and
G ~ (X, ) be nonsingular actions. Assume that p: Y — X is a G-equivariant Borel map such
that the measures p.(n) and p are equivalent. Following [ADS81, Définition 2.2], the pair (Y, X)
is called amenable if there exists a G-equivariant conditional expectation L*>(Y,n) — L*>(X, u).
In particular, the action G ~ (X, p) is amenable in the sense of Zimmer if and only if the pair
(X xG,X) with g- (x,h) = (g - x,gh) is amenable.

Corollary 3.3. Let G be a lcsc group and G ~ (X, 1) an essentially free nonsingular action
on the standard o-finite measure space (X,p). Assume that the action scales the measure
W by the inverse of the modular function of G. Let (X1,p1) be a partial cross section with
u1(X1) < oo and denote by R the cross section equivalence relation on (X1, pu1), which is a
countable equivalence relation with invariant probability measure py(X1)™ p1.

Let H be a weakly amenable locally compact group with property (S) and w: G — H a contin-
wous group homomorphism. Denote by w : R — H the cocycle given by the composition of ™
and the canonical cocycle wy: R — G determined by wo(z',x) - x = 2’ for all (2/,x) € R.
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Let A C L(R) be a Cartan subalgebra. If A is not w-compact, then there exists a non-null
G-invariant Borel set Xo C X and a G-equivariant conditional expectation L*°(Xy x H) —
L>(Xy) w.r.t. the action g - (x,h) = (g -z, m(g)h).

Proof. Write M = L(R). Assume that the Cartan subalgebra A C M is not w-compact. By
Theorem 3.2, we can take a nonzero central projection p € Z(M) such that Mp is & ,-amenable.
Write p = 1x,, where Xy C X is an R-invariant Borel set. Put Xo = G- X3. Then X is a non-
null G-invariant Borel set. We prove that there exists a G-equivariant conditional expectation
L>(Xg x H) = L>®(X)p).

Since Mp is ®,,-amenable and since p € L*(X7) so that ®,(p) = p®1, there exists a conditional
expectation Mp® B(L?(H)) — ®,(Mp). Since (X1, 1) is a partial cross section, we can choose
a compact neighborhood K of e in G such that ¥ : K x X1 — X : ¥(k,x) = k - x is injective.

Write N = L*°(X) x G and define the coaction ¢, : N — N ® L(H) given by

O (Fug) = Fug @ ugrgy forall F'e L¥(X),g€G.

9)

Define the projection ¢; € L*™°(X) given by ¢1 = 1x.x,. In [KPV13, Lemma 4.5], an explicit
isomorphism
aNq = B(L*(K)) @ M (3.2)

is constructed. Under this isomorphism, the restriction of ®, to g1 N¢q; is unitarily conjugate
with id ® ®,, and the projection g2 = 1k.x, corresponds to 1 ® p. We thus conclude that there
exists a conditional expectation goNgo ® B(L?(H)) — ®.(q2Ng2).

Since go = 1x, is the central support of ¢; inside N, there also exists a conditional expectation
E:Nqy® B(L*(H)) = ®:(Nqo).

We now restrict £ to L®(Xo x H) C Nqy ® B(L?(H)). For all F € L®(Xy x H) and
F' € L*>*(Xy), we have

E(F) @ (F') = E(F &,(F')) = E(F (F'®1)) = B(F'©1) F) = E(®,(F')F) = (F') E(F) .

Since L (Xy) C Nqp is maximal abelian, it follows that E(F) € ®,(L>®(Xy)) = L*(Xp) ® 1.
Define the conditional expectation Ey : L>°(Xo x H) — L*°(Xj) such that E(F) = Eo(F) ® 1.
Since the action G ~ L*°(Xy x H) is implemented by the unitary operators ®.(uyq0), g € G,
it follows that Ey is G-equivariant. This concludes the proof of the corollary. O

Lemma 3.4. Let N be a o-finite von Neumann algebra. Assume that the Connes-Takesaki
continuous core ¢(N) = N Xy¢ R has at most one Cartan subalgebra up to unitary conjugacy.
Then the same holds for N itself.

Proof. Let A and B be Cartan subalgebras of N. Denote by E4 : N = A and Ep : N — B the
unique faithful normal conditional expectations. Let z € Z(N) be a nonzero central projection.
Note that z € AN B. The main part of the proof consists in showing that Az <y, Bz, where
we use the type III variant of Popa’s intertwining relation [Po03, Section 2] as defined in [HV12,
Definition 2.4]. Assuming that Az Ay, Bz, we deduce a contradiction.

By [HV12, Theorem 2.3], there exists a net of unitaries a,, € U(Az) such that

Ep(z*any) — 0 s-strongly for all z,y € N. (3.3)

Choose faithful normal states ¢ on A and ¥ on B. Still denote by ¢ and 1 the faithful normal
states on N given by ¢ o E 4, resp. ¥ o Ep. The continuous core of N can then be realized as
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co(N) = N Xge R and as cy(N) = N x,4 R. Denote by O : c,(N) — ¢y (V) the canonical
x-isomorphism given by Connes’ Radon-Nikodym theorem.

Write A = ©(Ax,»R) and B = B, R. Write M = cy (V) and note that AcMand Bc M
are Cartan subalgebras. Denote by Tr the canonical faithful normal semifinite trace on M and
let B5: M — B be the trace preserving conditional expectations. Note that Ez(z) = Ep(z)
for all x € N. We prove that

Ez(z*any) — 0 x-strongly for all z,y € M. (3.4)

Since ay, is a net of unitaries in gz, once (3.4) is proved, it follows that the Cartan subalgebras
A and B cannot be unitarily conjugate, contradicting the assumptions of the theorem. So once
(3.4) is proved, it follows that Az <y, Bz.

Since B is abelian, to prove (3.4), it suffices to prove that

lim || Ez(z*any)llom =0 for all z,y € M with Tr(z"x) < co and Tr(y*y) < co. (3.5)
n

Approximating x,y in || - |21y, it suffices to prove (3.5) for all x,y of the form x = x;2¢ and
y = y1yo with z1,y1 € N and z,yo € B with Tr(zjzo) < oo and Tr(yjyo) < co. But then,

Ez(x*any) = vq Eg(ziany1) yo = x5 Es(ziany1) yo ,

so that (3.5) follows from (3.3).

Thus, (3.4) is proved. As we already explained, it follows that Az <y, Bz for every nonzero
central projection z € Z(N).

Let zg € Z(N) be the maximal central projection such that Azy and Bz are unitarily conjugate
inside Nzg. Assume that zg # 1 and put z = 1 —2y. By the above, Az <y, Bz. By the type III
version of Popa’s [Po01, Theorem A.1] proved in [HV12, Theorem 2.5|, there exists a nonzero
central projection z; € Z(N)z such that Az; and Bz; are unitarily conjugate. This contradicts
the maximality of zy, so that zy = 1. O

We are now ready to prove Theorem 3.1.

Proof of Theorem 3.1. Take G = Gy X -+ X GG, as in the formulation of the theorem. Let
G ~ (X, p) be an essentially free nonsingular action and assume that the hypotheses of the
theorem hold. We have to prove that N = L*°(X) x G has a unique Cartan subalgebra up to
unitary conjugacy. By Lemma 3.4, it is enough to prove that the continuous core ¢(N) has a
unique Cartan subalgebra up to unitary conjugacy.

The continuous core ¢(N) can be realized as a crossed product c¢(N) = L*(X) x G where
G ~ (X, ) is the Maharam extension given by

X =XxR , g-(x,t) = (g~:n, t+1log(d(g)) +10g(D(g,:L‘))) , du(x,t) = du(z) x exp(—t)dt ,

where § : G — R} is the modular function of G and D is the Radon-Nikodym cocycle for
G ~ (X, ) determined by

| Pl 5 du@) = [ F@) Dig.o)duto)
X

X

Note that the action G ~ X scales the measure [ with 671

Let (X1, 1) be a cross section for G ~ (X, 7). Denote by Ry the cross section equivalence
relation on (X1, u1). To prove that ¢(N) has a unique Cartan subalgebra, it suffices to prove
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that L°°(X) is the unique Cartan subalgebra of L(R1), up to unitary conjugacy. So it suffices
to prove that for every non-null Borel set Xo C X7 with p1(X2) < 0o, the restricted equivalence
relation R = (R1)|x, has the property that L>°(X3) is the unique Cartan subalgebra of L(R)
up to unitary conjugacy. Denote by o the restriction of py to X3. Then (X2, p2) is a partial
cross section for G ~ (X, 1) and pa(X2) < oo. Let A C L(R) be another Cartan subalgebra.

Denote by w : R — G the canonical cocycle determined by w(z’,z) - x = 2’ for all (2/,z) € R.
We claim that A is w-compact. Denote by m; : G — G; the quotient maps and put w; = m; o w.
To prove the claim that A is w-compact, it suffices to prove that A is w;-compact for every
i€ {1,...,n}. Fix such an 7 and assume that A is not w;-compact.

By Corollary 3.3, we find a non-null G-invariant Borel set Xo C X and a G-equivariant
conditional expectation Ey : L*°(Xy x G;) — L*°(Xp) w.r.t. the action g - ((z,t),¢") =
(g ’ (33715)57"-2'(9)9/)'

Denote by (Bs)scr the action of R on L>®(X) given by s - (¢,t) = (g,t + s). Note that this
action of R commutes with the above G-action. Write p = 1 % and denote by ¢ the smallest

(Bs)ser-invariant projection in L*(X) with p < ¢. Note that ¢ = 1x,xr, where Xy C X is a
G-invariant Borel set. Choose s; € R, with sg = 0, such that ¢ = \/;2 Bs, (p). Inductively
define the G-invariant projections p € L>°(Xy) given by pg = p and

k—1
Dk =P <1 - Zﬁsi—sk(pi)> for all k > 1.
i=0
By construction, ¢ = Y, B, (pr). Choosing a point-weak™ limit point of the sequence

B, : L®(Xo x R x Gy) = L®(Xo x R) : En(F) = > e, (Eo((px © 1) (B-s, ®1d)(F))) ,
k=0

we obtain a G-equivariant conditional expectation E : L (X x R x G;) — L*°(Xy x R). Since
R is amenable, we can take a mean over R of 850 F o (f_s ® id), so that we may assume that
FE is G x R-equivariant.

The restriction of E to L>(X()®1® L°(G;) then has its image in L>=(XoxR)® = L>®°(Xy)®1.
So, we find a G-equivariant conditional expectation L>=(Xy x G;) — L>®(Xj). Restricting to
L®(X0)% ® L>®(G;), we find a Gj-equivariant conditional expectation

L*(X0)%" ® L™(G;) — L™ (X)“" .
This precisely means that the action Gy ~ L®(X()% is amenable in the sense of Zimmer,

contrary to our assumptions.

So the claim that A is w-compact is proved. Take a compact subset K C G such that
|P2(a)||3 > 1/2 for all a € U(A). Since K is compact and w : R — G is the canonical
cocycle, the subset w™!(K) C R is bounded, meaning that w~!(K) is the disjoint union of the
graphs of finitely many elements ¢; € [[R]], ¢ = 1,...,n, in the full pseudogroup of R. But
then, writing B = L*°(X3),

n
IPR()l3 =) B (au,)3
1=1

for all a € L(R). Since ||[P¥(a)||3 > 1/2 for all a € U(A), it follows that A <r(R) B, so that A
and B are unitarily conjugate by [Po01, Theorem A.1]. O
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4 Cocycle and orbit equivalence rigidity; proof of Theorem B

Given an irreducible pmp action of G = G x G2 on a standard probability space (X, 1), Monod
and Shalom proved in [MS04, Theorem 1.2] a cocycle superrigidity theorem for non-elementary
cocycles G x X — H with values in a closed subgroup H < Isom(X) of the isometry group
of a “negatively curved” space. It is therefore not surprising that one can also prove a cocycle
superrigidity theorem for cocycles with values in a group H satisfying property (S). We do this
in Theorem 4.1.

Applying cocycle superrigidity to the cocycles given by a stable orbit equivalence between
essentially free, irreducible pmp actions G; x Ga ~ (X, p) and H; x Hy ~ (Y, 7n), we obtain
the following orbit equivalence strong rigidity theorem (see Theorem 4.2): if G; and Go are
nonamenable, while H; and Hj have property (S), the actions must be conjugate.

Again, such an orbit equivalence strong rigidity theorem should not come as a surprise: in
[Sa09, Theorem 40|, Sako proved exactly this result when G1,G2 and Hp, Hs are countable
groups in class §. However, he does not use or prove a cocycle superrigidity theorem.

The main novelty of this section is that our approach is surprisingly simple and short.

Given lesc groups G and H and a nonsingular action G ~ (X, ), a Borel cocyclew : GxX — H
is a Borel map satisfying

w(gh,z) =w(g,h-z)w(h,z) forall goh e G,zxe X .

In a measurable context, the slightly more appropriate notion of cocycle is however the fol-
lowing. Denote by M (X, H) the Polish group of Borel functions from X to H, modulo func-
tions equal almost everywhere. The group G acts continuously on M(X, H) by (ay4(F))(x) =
F(g~!'-x). Then a cocycle is a continuous map

w:G = M(X,H): g~ wy satisfying wgp = ap-1(wg)wy forall g,h € G .

Every Borel cocycle w gives rise to the cocycle wy = w(g,-). Conversely, every cocycle can be
realized by a Borel cocycle after removing from X a G-invariant Borel set of measure zero, see
e.g. [Zi84, Theorem B.9].

The (measurable) cocycles w and w’ are called cohomologous if there exists an element ¢ €
M(X, H) such that

wy = ag-1(p) wy e ! forall g€ G.

Borel cocycles w,w’ : GxX — H are called cohomologous if there exists a Borel map ¢ : X — H
such that
-1

W(g,x) = (g 2)w(g,x) p(x) forall ge G,z € X .

Again, if two Borel cocycles are measurably cohomologous, then they also are Borel cohomol-
ogous on a conull G-invariant Borel set.

As in [MS04, Theorem 1.2], the following cocycle superrigidity theorem says that every “non-
elementary” cocycle for an irreducible action G1 xGa ~ (X, p) with values in a group with prop-
erty (S) is cohomologous to a group homomorphism. In our context, being “non-elementary”
is expressed by a non relative amenability property introduced in [AD81] (see the discussion
preceding Corollary 3.3).

Theorem 4.1. Let G1,G2 and H be lcsc groups and G1 X Go ~ (X, ) a pmp action with Gy
acting ergodically. Assume that H has property (S). Let w : G1 x Go x X — H be a cocycle.
Then at least one of the following statements holds.
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1. There exist closed subgroups K < H < H such that K is compact and K < H is normal,
and there exists a continuous group homomorphism ¢ : G1 — H /K with dense image such
that w is cohomologous to a cocycle wy satisfying wo(gi1g2,x) € d(g1)K for all g; € G; and
a.e. € X.

2. With respect to the action Gy ~ X x H given by g1-(x,h) = (g91-z,w(g1, ) h) and the factor
map (z, h) — x, there exists a G1-equivariant conditional expectation L (X x H) — L*(X).

Proof. Throughout the proof, we write G = (G1 X Gy and we view G and G as closed subgroups
of G. We fix a left invariant Haar measure A on H. We denote by h - £ the left translation
action of H on L%(H).

Formulation of the dichotomy. We are in precisely one of the following situations.

1. There exists no sequence g, € Gg such that w(gn,:) — oo in measure. More precisely,
there exists a compact subset L C H and an £ > 0 such that for all g € G2 the set
{zr € X | w(g,z) € L} has measure at least ¢.

2. There exists a sequence g, € G2 such that w(gy, ) — oo in measure.

Case 1. Fix such a compact set L C H and € > 0. Define the unitary representation
7 G o ULAX x H)) : (n(9)"€)(2,h) = £(g - v, w(g, 2))

forall g € G,z € X,h € H,¢ € L?>(X x H). Fix a compact subset Ly C H with A(Lg) > 0.
Given a Borel set A C H of finite measure, denote by 14 € L?(H) the function equal to 1 on
A and equal to 0 elsewhere. By our choice of L and &, we find that

(m(9)"(1®1LL,),1®1r,) > eX(Lg) forall g€ Gy .

Taking the unique vector of minimal norm in the closed convex hull of {7(¢)(1®1.z,) | g € Ga},
it follows that m admits a nonzero Ga-invariant vector. We thus find a Borel map

£€:X — L*(H) suchthat &(go-z) =w(ge,z)-&(x) for all go € Gy and ace. x € X,
and such that £ is not zero a.e. Since z — [|{(x)||2 is essentially Ga-invariant and the action

Go ~ (X, p) is ergodic, we may assume that ||£(z)||2 = 1 for a.e. z € X.

Denote by T' C L?(H) the unit sphere, defined as T = {& € L*(H) | ||é]l2 = 1}. The left
translation action H ~ T has closed orbits and thus H\T is a well defined Polish space. Since
the map x — H - &(z) from X to H\T is Ga-invariant, it is constant a.e. So we find a unit
vector & € L?(H) and a Borel map ¢ : X — H such that &(z) = ¢(z) - & for ae. x € X.
Replacing w by the cohomologous cocycle given by

(9,2) = p(g - )"  wlg,z) p() ,
we find that w(ge,x) - & = & for all go € G2 and a.e. z € X.
Define the closed subgroup K < H given by
K:{8€H|S'€0:§0}.

Then, K is compact and w(ge,x) € K for all go € G2 and a.e. x € X. By Zimmer’s theory
for compact group valued cocycles (see [Zi75, Section 3]), we may further assume that the
restricted cocycle

w2 Gax X = K :ws =w|gyxx
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is minimal, in the sense that the associated action Gy ~ X x K given by

g2+ (2, k) = (92 - x,wa(g2, 2)k)

is ergodic.

Whenever g; € G and g2 € Ga, we have for a.e. x € X

w(g1,92 - ¥) w(g2, 7) = w(g192, ) = W(g291, %) = w(g2, g1 - ¥) W(g1, 7) - (4.1)

Fix g1 € Gy. It follows from (4.1) that for all go € G2 and ae. x € X, w(g1,92 - ) €
K -w(g1,z) - K. Therefore, the map

X—->K\H/K :2— K - -w(g1,z) - K

is Go-invariant and thus constant a.e. We then find s € H and Borel maps ¢, : X — K such
that (gi still being fixed) we have w(g1,x) = ¢(x) sy (z) for a.e. z € X.

Then (4.1) becomes

©(g2 - ) (g2 - ) w(g2, ) = w(g2, 1 - ) () sY(x)

for all go € G2 and a.e. x € X. So, the cocycle
wh:Gax X = K :wh(ga, z) = (g2 - ) walgo, z) Y(z) !

is cohomologous to ws (as cocycles for Go ~ X with values in the compact group K) and takes
values in K N s 'Ks. The minimality of wy then implies that K N s 'Ks = K. Making a
similar reasoning for the cocycle (g2, ) — w(g2, g1 - ), which by construction is isomorphic
with wy and thus minimal as well, we also find that K N sKs~! = K. Defining the closed
subgroup H' < H given by

H :={scH|sKs'=K},

we find that s € H'. By construction, K < H’ is normal. We have proved that for every
g1 € Gq, there exists an s € H' such that w(g1,x) € sK for a.e. z € X. We already had
w(ge,x) € K for all g0 € Go and a.e. € X. So we find a Borel and thus continuous
homomorphism 6 : G; — H'/K such that w(g1g2,2) € §(g1)K for all g1 € G1, g2 € G2 and
a.e. ¢ € X. Defining H < H' as the inverse image of the closure of 6(G1), the first statement
in the theorem holds.

Case 2. Fix a sequence g, € G9 such that w(gy, ) — oo in measure. Fix amap n: H — S(H)
as given by property (S). Define the sequence of Borel maps

Mt X = SH) : mu(x) = n(w(gn,z) ") .

By (4.1), we have for all g € G that

1

w(gn,g- 1) " = w(g, ) w(gn, ) wlg, gn-z)7" . (4.2)

Fix g € G; and fix € > 0. Take a compact subset L C H such that w(g,z) € L for all z in a
set of measure at least 1 — . Then take a compact subset Ly C H such that

[n(hihhy') = hi -n(R)|1 < e

for all hy,he € L and all h € H \ L;. Finally take ny such that for all n > ng, we have that
w(gn, )"t € H\ L, for all z in a set of measure at least 1 — ¢.
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So, for our fixed g € G1 and for all n > ng, there exists a Borel set X,, C X of measure at least
1 — 3¢ such that

w(g,x) €L, wlgn,x) " € H\ L1 , w(g,gn-2) €L

for all z € X,,. Applying 7 to (4.2), we conclude that for our fixed g € G; and all n > ng, we
have

[ (g - 2) —w(g,2) - m(z)l1 <e
for all z € X,,. Since u(X,) > 1 — 3¢, we have proved that for every g € G1, the sequence of
functions
z = |lna(z) — w(g, 2) "' - nalg - 2) | (4.3)
converges to zero in measure.

View S(H) C L'(H) and define the normal conditional expectations
Pt (X H) = L¥(X) s (Pu(P)(a) = [ Flavy) (nu(e))o) dy-

Choose a point-weak™ limit point P : L>®(X x H) — L*(X). Since the sequence in (4.3)
converges to zero in measure, P is a Gi-equivariant conditional expectation. So the second
statement in the theorem holds. O

The cocycle superrigidity theorem 4.1 implies the following orbit equivalence strong rigidity
theorem. As mentioned above, for countable groups, the same result was obtained in [Sa09,
Theorem 40]. Combining Theorem A and Theorem 4.2, it follows that Theorem B holds.

Let G ~ (X, ) and H ~ (Y, n) be essentially free, nonsingular actions of the lcsc groups G, H.
We say that these actions are stably orbit equivalent if they admit cross sections such that the
associated cross section equivalence relations are isomorphic.

Theorem 4.2. Let G = G1 X Gy and H = Hy x Hy be unimodular lcsc groups without
nontrivial compact normal subgroups. Assume that G ~ (X, ) and H ~ (Y,n) are essentially
free, irreducible pmp actions. Assume that G1,Go are nonamenable and that Hy, Ho have

property (S).
If the actions are stable orbit equivalent, they must be conjugate.

More precisely, if (X1,p1) and (Y1,m1) are cross sections, with cross section equivalence re-
lations R and S, and if m : X1 — Y1 is a nonsingular isomorphism between the equivalence
relations R and S, there exist conull R-invariant (resp. S-invariant) Borel sets Xo C X1 and
Yo C Y1, a Borel bijection A : G- Xo — H - Y5 and a continuous group isomorphism § : G — H
such that

e Xo=G-Xy and Yy = H Y are conull Borel sets and A.(u) = n,
e A(g-z)=0(g) Ax) for all g € G and all x € Xy,
o A(x) € H -n(zx) for all z € X,

e 0§ is either of the form 01 X 6o where §; : G; — H; are isomorphisms, or of the form
(91,92) — (92(g92),01(g1)) where 61 : G1 — Ha and 3 : Go — Hy are isomorphisms,

e normalizing the Haar measures A\g and Mg such that 6.(Ag) = Ag, we have covol(X;) =
covol(Y7).
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Proof. Replacing X and Y by a conull G-invariant, resp. H-invariant, Borel set, we may assume
that the Borel actions G ~ X and H ~ Y are free.

Recall that p; is the natural R-invariant probability measure on X; and that n; is the natural
S-invariant probability measure on Y;. Normalize the Haar measures Ag and Ay such that
covol(X1) = 1 = covol(Y1). Take compact neighborhoods U of e in G and V of e in H such
that the maps

UV:UxX; > X:(kyg)—»k-z and ®:VxY1 =Y :(LLy)—1l-y (4.4)

are injective. By the definition of a cross section and its covolume (see page 14), these maps
satisfy
Uy (A x 1) = plux, and  @u((Am)ly x m) =nlvy; -

Replacing X7 and Y] by conull Borel subsets that are invariant under the cross section equiv-
alence relations, we may assume that 7 : X; — Y7 is a Borel isomorphism between R and S.
Since 7, (p1) is an S-invariant probability measure on Y] in the same measure class as 71, we
have 7, (p1) = m1. Since G- X1 and H -Y; are conull and Borel, we may assume that X = G- X
and Y = H -Y7.

We start by translating the stable orbit equivalence 7 into a measure equivalence between G
and H. This is quite standard: the discrete group case can be found in [Fu98, Section 3], but
the locally compact case needs a little bit of care.

Choose a Borel map p : X — X such that p(z) € G-« for all z € X and p(k - x) = x for all
kelU, x € X1. Extend 7 to the Borel map p: X — Y defined by p = wop. Similarly choose a
Borel map ¢: Y — Y; and define p: Y — X : p = 7! oq. By construction, p(G-z) € H - p(x)
and p(H -y) € G- p(y) for all x € X and all y € Y. Since the actions G ~ X and H Y are
free, we have unique Borel cocycles

w:GxX —=H:p(g-z)=w(g,x) plx) forallge G,z e X,
C:HXY = G:ph-y)=C(h,y)-ply) forallhe HyeY.
Since p(p(x)) € G-z and p(p(y)) € H-y for all x € X and all y € Y, we also have unique Borel
maps
¢: X = G:plp(x)) =¢(@) -z and ¢:Y — H:p(p(y)) =4y) -y
forallze X,yeY.
Define the measure preserving Borel actions G x H ~ X x H and G x H ~Y X G given by

(gah) : (33, h/) = (g : wi(gax) h,h_l) ;
(9:h) - (y,9) = (h-y,C(hy) g’ g7 ) .

It is straightforward to check that

(4.5)

0: X xH—=Y XG:0(x,h)= (h_1 -p(x), C(h_l,p(:z:)) o(x))
is a G x H-equivariant Borel map and that 0 is a bijection with inverse

0 Y xG = X xH:0 " (y,9)= (97" ply), wlg™ " 5(y) ¥ (y)) -

Using the maps ¥ and ® given by (4.4), one checks that

0T (k,z),I" ") = (®(l,w(x)), k') forall keU,lcV,zcX;.
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Since ¥, ® and 7 are measure preserving, it follows that the restriction of 6 to U - X; x V™1 is
measure preserving. Since the actions of G x H on X x H and Y x G are measure preserving
and since the map 6 is G x H-equivariant, it follows that the entire map # is measure preserving.

The main part of the proof consists in using Theorem 4.1 to show that the cocycle w is cohomol-
ogous to an isomorphism of groups ¢ : G — H. Write w(g,z) = (w1(g,x),w2(g,z)) € Hy X Ha.

Claim. W.r.t. the actions Gy ~ X X H; : g1 - (x,h;) = (91 - z,wi(g1, ) h;), there is at most
one i € {1,2} for which there exists a G-equivariant conditional expectation L>(X x H;) —
L>(X).

To prove this claim, assume that such a conditional expectation exists for both ¢ = 1,2. Then
there also exists a Gi-equivariant conditional expectation L>®(X x H) — L*°(X) w.r.t. the
action g1 - (x,h) = (g1 - x,w(g1,z) h). Composing with the G-invariant probability measure p
on X, we find a Gp-invariant state on L>°(X x H). Using 6, it follows that L>®(Y x G x G2)
admits a Gi-invariant state, w.r.t. the action g1 - (v, 9}, 92) = (y,gigl_l,gg). This implies that
(G1 is amenable, contrary to our assumptions. So, the claim is proved.

Assume that there is no Gi-equivariant conditional expectation L>(X x H;) — L*(X). We
prove that the conclusions of the theorem hold with the group isomorphism § : G — H being
of the form d; x d2. In the case where there is no Gi-equivariant conditional expectation
L>*(X x Hy) — L*°(X), we exchange the roles of H; and Hs and obtain again that the
conclusions of the theorem hold with § being of the form (g1, g2) — (d2(g2),91(g1)).

Applying Theorem 4.1 to the cocycle wy, we find a compact subgroup K; < Hjp, a closed
subgroup H, < H; with K being a normal subgroup of ffl, and a continuous group homo-
morphism ¢ : G; — H;/K; with dense _image such that w; is cohomologous (as a measurable
cocycle) with a cocycle w; : G x X — Hj satisfying w1(g192,x) € 01(g1) K for all g; € G; and
rzeX.

In particular, there is an isomorphism between the actions of G on L>°(X x Hj) induced by
wi and w;. Using a Kj-invariant state on L°°(H;), it follows that there is a Ga-equivariant
conditional expectation L>(X x Hj) — L°°(X). Applying the claim above to Gy instead of
G1, it follows that there is no G-equivariant conditional expectation L>(X x Hy) — L>(X)
w.r.t. the action induced by wo.

We can again apply Theorem 4.1 and altogether, we find compact subgroups K; < H;, closed
subgroups H; < H; with K; being a normal subgroup of H;, and continuous group homomor-
phisms 6; : G; — H;/K; with dense image such that, writing 6 = §; X o, K = K; x Ky,

H = Hj x Hj, the cocycle w is cohomologous (as a measurable cocycle) with a cocycle
w: G x X — H satisfying w(g,z) € 6(g)K forall g € G, x € X.

Since the actions of G x H on L*(X x H) induced by w and @ are isomorphic, we find an
H-equivariant embedding of L>®°(H/H) into L>(X x H)“. Using 0, we also find such an
embedding into L>®(Y x G)¢ = L>(Y). Since the elements of L*(Hy/H1) ®1 C L*(H/H)
are Ho-invariant, the irreducibility of the action H ~ (Y, n) implies that Hy = H;. We similarly
find that Ho = Hy. Since we assumed that the groups H; have no nontrivial compact normal
subgroups, we also conclude that K is trivial.

We have proved that w is cohomologous, as a measurable cocycle, with the continuous group
homomorphism § : G — H having dense image. We now prove that § is bijective. Consider
the unitary representation II of G on L?(X x H) given by (I1(9)¢)(z,h) = &(g~ L - z,6(g9) ~Lh).
Combining the map 6 and the fact that the cocycle w is cohomologous with §, the representation
IT is unitarily conjugate to the representation of G on L*(Y x Q) given by (9-¢)(y,9") = £(y,4'g).
Therefore, II is a multiple of the regular representation. In particular, II has Cy-coefficients.
So,
g (Il(g)(1®1p),1® 1) = Au(d(9)D N E)
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is a Cp-function on G for all compact subsets D, E C H. It follows that Kerd is a compact
subgroup of G and that ¢ is proper in the sense that §(g,) — oo whenever g, — oo. By
assumption, G has no nontrivial compact normal subgroups. So, Ker § = {e} and § is injective.
Since § is proper, the image of ¢ is closed. Since § has dense image, we conclude that ¢ is
surjective. So we have proved that § is bijective.

Since the Borel cocycles w and § are cohomologous as measurable cocycles, they are also
cohomologous as Borel cocycles on a conull G-invariant Borel set Xo C X. Since 0(Xo x H)
is a conull G x H-invariant Borel subset of Y x G, it must be of the form Yy x H. So we can
restrict everything to Xy and Yy, and assume that Xo = X and Yy = Y. Choose a Borel map
v : X — H such that w(g,z) = v(g-z)3(g9)y(z)~! for all g € G, x € X. Define the measure
preserving Borel bijections 61,602 : X x H — X x H given by

01(z,h) = (z,v(z)h) and 6Oy(z,h) = (6" (A1) z,h71).

Write 6 = 6 o 01 o 5. Consider the measure preserving Borel action of G x H on X x H given
by
(9.h) - (z, ') = (67 (h) -, W1 6(g)7") .

Still using the action of G x H on Y x G defined in (4.5), we get that 0 is G x H-equivariant.

Define the Borel functions A : X — Y and 7 : X — G such that §(z,e) = (A(z),7(z)) for all
x € X. Then,

Ba.h) = 0((e.07 (W) - (2.0) = (.67 (b)) - Bz, e) = (A@). (@) 6" (R))  (4.6)

for all z € X and h € H. Since 0 is bijective and § is bijective, also A : X — Y must be
bijective. Since 6 is H-equivariant, we have A(g-xz) = 0(g) - A(z) for all x € X.

Since 6 is measure preserving and ¢ is measure scaling, by (4.6), A must be measure scaling.
Since both i and n are probability measures, it follows that A is measure preserving and thus
also that ¢ is measure preserving. By construction, A(z) € H - p(x) for all z € X and thus
A(z) € H - 7(x) for all z € X;. This concludes the proof of the theorem. O

Remark 4.3. Assume that we are in the situation of Theorem B. Given the more precise
description in Theorem 4.2 of the conjugacy between the actions G ~ (X, ), H ~ (Y, n) and
its relation to the initial stable orbit equivalence, it follows that up to unitary conjugacy, any
k-isomorphism 7 : p(L*>°(X) x G)p — q(L*>°(Y) x H)q is the restriction of a -isomorphism of
the form

T LX) 0 G — LO(Y) % H : 7 (ugF) = ugg) Au(Q,F) forall FeL®(X),geq,

where A : X — Y is a pmp isomorphism, § : G — H is a group isomorphism, A(g - x) =
d(g9)-A(z) forall g € G and a.e. z € X, and Q4 € U(L*°(X)) is a scalar cocycle, i.e. Q; = Q(g, -)
where  : G x X — T is a Borel map satisfying Q(gh,z) = Q(g,h - x) Q(h,x) for all g,h € G
and a.e. v € X.

5 Proof of Theorem G

Roughly speaking, Theorem G follows by appropriately combining the proof of [BHV15, Propo-
sition 3.6] with the setup and methods in the proof of Theorem F in Section 2.

We start by making a first simplification. We replace M by B(¢*(N)) ® B(¢*(N)) ® M and
define the projection e = 1®1®p in M. We then replace A by *°(N)® B(£2(N))® A and view
it as a von Neumann subalgebra of eMe. We finally replace p by the finite trace projection
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€00 ® egp ® p and the coaction ® by id ® ®. We are now in the following situation: M is a von
Neumann algebra with a faithful normal semifinite trace Tr, e € M is a projection, A C eMe
is a von Neumann subalgebra with Tr|4 being semifinite and p € A is a projection of finite
trace. Moreover, by [BHV15, Lemma 3.5], for every x € N;Mp(pAp), there exist u € Nepre(A)
and a,b € pAp such that ua = z = bu. In particular, N3y, (pAp)” = pNeme(A)"p. Also, for
every partial isometry v € ;‘Mp(pAp) with v*v = s and vv* = ¢, there exists a u € N.pse(A)
such that us = v = tu.

Assuming that pAp is ®-amenable, we have to prove that pAp can be ®-embedded or that
orp(PAP)" = pNene(A)"p is ®-amenable. Write ¢ = ®(p) and f = ®(e).
Step 1. If u € Nepe(A), then p(A U {u})”p is still -amenable.

Since pAp is ®-amenable, there exists a positive functional Q on ¢(M ® B(L?(G)))q that is
®(pAp)-central and that satisfies Q(®(z)) = Tr(z) for all z € pMp. Denote by E : eMe — A
the unique Tr-preserving normal conditional expectation. The functional €2 gives a conditional
expectation

P q(M @ B(LA(G)))q — ®(pAp)

satisfying P(®(z)) = ®(FE(x)) for all x € pMp. We have a canonical isomorphism
F(M @ B(L*(G)))f = B(*(N)) ® B(*(N)) ® ¢(M @ B(L*(G)))q
sending ®(A) onto /*°(N)®B(£2(N))®@®(pAp). Denoting by Ey : B(¢?(N)) — ¢>°(N) the normal
conditional expectation, taking Fy ® id ® P, we can extend P to a conditional expectation
P: f(M @ B(L*G)))f — ®(4)

satisfying P(®(z)) = ®(F(z)) for all x € eMe.
For every n > 1, define

P, : f(M® B(L*(@)))f — ®(A) : P,(T) = % > @) P(®(uF)TR(uF)) d(u ) .
k=1

Note that every P, is a conditional expectation satisfying P, (®(x)) = ®(E(x)) for all z € eMe.
Define
Py: f(M@ B(L*(G)))f — ®(4)

as a point-weak™ limit point of the sequence (P,),>1. Then P, is a conditional expectation
satisfying Py(®(z)) = ®(E(x)) for all x € eMe and
Py(@(u)TO(u™")) = ®(uF)Py(T)®(u ™) forall T e f(M& B(L*(G))f, ke Z.

Define the positive functional Qg on ¢(M @ B(L?(G)))q given by Qo(T) = Tr(®~1(Py(T))),
which is well defined because Py(T) € ®(pAp). By construction, g is ®(pAp)-central and
Qo(P(z)) = Tr(x) for all z € pMp.

Let k € Z and a € A. Put z9 = puFap. Note that xg = u¥bp where b € A is defined as
b = u*puFa. Using the notation P’ = ®~!o Py, we have for every T' € q(M ® B(L?*(G)))q that
Qo(@(w0)T) = Qo(2(u*bp)T) = Te(P'(@(u")(bp)T))
= Tr(u"bopP (T (u"))u™*) = Te(P'(T®(u*))bp) = Te(P' (T2 (u"bp)))
Since Qo(®(z)) = Tr(x) for all 2 € pMp and since the linear span of {pufap | k € Z,a € A} is

strongly dense in p(AU{u})"p, the Cauchy-Schwarz inequality implies that Qg is p(AU{u})"p-
central. This concludes the proof of step 1.
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Notations. Since G has CMAP, we can fix a net 1, € A(G) such that the normal completely
bounded maps m,, : L(G) — L(G) given by m,, = (id ® n,,) o A satisfy the properties in (2.1)
with A(G) = 1. Define ¢,, : M — M given by ¢, = (id ®ny) o ®. Since o p, = (idR@my) o P,
also ||enllcb < 1 for all n and ¢, (z) — z strongly for all x € M. Finally, we denote v, :
pMp — pMp : hn(x) = ppn(z)p.

Whenever Q C eMe is a von Neumann subalgebra, we denote by Ng the von Neumann
subalgebra of B(L?(Me)) ® L(G) generated by ®(M) and p(Q), where p(a) is given by right
multiplication with a € Q. We write N' = N4.

For every partial isometry v € N;Mp(pAp) with s = v*v and ¢t = vv*, denote by

B p(s)Np(s) = p(t)Np(t)
the *-isomorphism implemented by right multiplication with v* on L?(Me)® L?(G). Note that
Bo(®(2)p(a)) = ®(x)p(vav®).
Define ¢; = ®(p)p(p). We still denote by 3, the normal, completely contractive map ¢;Ng1 —
qNq1 given by T'+— By(p(s)T'p(s)).

Step 2. Let Q C eMe be a von Neumann subalgebra such that A C () and such that pQp
is ®-amenable. Then there exists a net of functionals u,? € (@iNoq1)« with the following
properties.

1. Mg(@(:c)p(a)) = Tr(¢n(x)a) for all x € pMp and a € pQp.
2. ||u|| < Tx(p) for all n.

To prove step 2, in the same way as in step 1 of the proof of Theorem F, using the ®-amenability
of pQp, we find normal completely contractive maps 6, : @Nq — B(L?*(pMp)) satisfying
On(®(z)p(a)) = Yn(z)p(a) for all x € pMp and a € pQp. Composing with the vector functional
T — (T'p,p), which has norm Tr(p), the proof of step 1 is complete.

Step 3. The positive functionals w, = || in (1N q1)« satisfy
1. lim,, w,(®(x)) = Tr(z) for all x € pMp,
2. lim, w, (®(a)p(a*)) = Tr(p) for all a € U(pAp),

3. for every partial isometry v € N,/ (pAp), we have that limy, [|wy, 0 By —wp 0 Ad @ (v)|| = 0.

Note that, as defined above, the functional wy, o 3, on 1N ¢ is given by (wy, 0 B+ ) (®(2)p(a)) =
wn(®(z)p(v*av)) for all x € pMp and a € pAp, while the functional w, o Ad ®(v) on (1 N¢q is
given by (w, 0 Ad ®(v))(®(x)p(a)) = wn(P(vev*)p(a)).

To prove step 3, let Q C eMe be a von Neumann subalgebra such that A C @) and such that
pQp is ®-amenable. Define u¥ as in step 2 and denote ws = | ,ug| Since || MSH < Tr(p) for all
n and lim, 4% (q1) = Tr(p), we find that lim, |x9 — w&|| = 0. Whenever a € U(pQp), we get
that lim,, u%(@(a)p(a*)) = Tr(p) and thus also, lim,, w;?(@(a)p(a*)) = Tr(p). So the first two
properties in step 3 are already proven. It also follows that

lim [[(®(a)p(a*)) - wf — w?|l = 0 =lim|lw? - (B(a)p(a”)) — w|
for all a € U(pQp) and thus,
lim [|®(a) - w? — p(a) - w?| = 0 = lim [|w? - ®(a) — w - p(a)| (5.1)

for all a € pQp.
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To prove the third property in step 3, fix a partial isometry v € N;Mp(pAp) and write s = v*v.
Take u € Nepre(A) such that v = us. Define Q = (AU {u})”. By step 1 of the proof, pQp is
®-amenable. By construction v € pQp. By (5.1),

lim || @(v*) - wi? - @(v) = p(v*) - - p(v)[| = 0.

Restricting these positive functionals to g;N g, we find the third property in step 3.

Notations. Choose a standard Hilbert space H for the von Neumann algebra A/, which comes
with the normal *-homomorphism 7, : N — B(H), the normal *-antihomomorphism 7, : N” —
B(H) and the positive cone Ht C H. For every u € Nepse(A), define the automorphism 3, of
N implemented by right multiplication with «* on L?(Me)® L?(G) and denote by W,, € U(H)
its canonical implementation.

Denote by Ez : pAp — Z(A)p the unique trace preserving conditional expectation (i.e. the
center valued trace of pAp). For every projection s € pAp, denote by z, € Z(A)p its central
support, which equals the support projection of Ez(s). Denote by Py C P(pAp) the set of
projections s € pAp for which there exists a 6 > 0 such that Ez(s) > dzs. We then denote
D, = (Ez(s))"/? and we denote by D;! the (bounded) inverse of Dy in Z(A)zs. As in [BHV15,
Section 3] and using [BHV15, Lemma 3.9], we can choose a sequence a; € pAp such that

o o
Zaiaf = D.z, and Zafai = Ds_ls .
i=0 i=0
We make once and for all a choice of a; for each s € Py. We also define
o0
T(s) = _ ®(ai)p(a;) € aNa -
i=0

Note that the series defining 7'(s) is strongly convergent, so that T'(s) is a well defined element,
of @ Nq.

For every partial isometry v € N;Mp(pAp) with s = v*v and t = vv*, we denote by W, :
mi(p(s))mr(p(s))H — m(p(t))mr(p(t))H the canonical unitary implementation of the x-isomor-
phism S, : p(s)N'p(s) = p(t)Np(t).

Step 4. The canonical implementation &, € m;(q1)m(q1)H of w, satisfies the following prop-
erties.

1. limp (m(®(2))én, &n) = Tr(pep) = lim, (7. (P(x))&p, &) for all z € M,
2. limy, ||m(®(a))én — mr(p(a))én|| = 0 for all a € U(pAp),

3. Whenever v € ;Mp(pAp) is a partial isometry such that s = v*v and ¢ = vv* belong to Py,
we have

lim |7 (®(v))&n — 7 (T(5)") e (B (0)) Wy (T (1)) €nll = 0 - (5:2)

The first two properties follow immediately from the first two properties of w, in step 3. To also
deduce the third property from step 3, one can literally apply the proof of [BHV15, Proposition
3.6].

Notations and formulation of the dichotomy. As in the proof of Theorem F, the coaction
U: N = N®L(G) given by ¥ = id ® A has a canonical implementation on the standard
Hilbert space H given by a nondegenerate x-homomorphism 7 : Cy(G) — B(H). We again
distinguish two cases.
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e Case 1. For every I € Cy(G), we have that limsup,, ||7(F)&,|| = 0.

e Case 2. There exists an F' € Cy(G) with limsup,, ||7(F)&,| > 0.

We prove that in case 1, the von Neumann subalgebra N;Mp(pAp)” C pMp is ®-amenable and
that in case 2, the von Neumann subalgebra pAp C pMp can be ®-embedded.

The proof in case 2 is identical to the proof of case 2 in Theorem F, because that part of the
proof only relies on the first two properties of the net &, in step 4. So from now on, assume
that we are in case 1. Choose a positive functional © on B(H) as a weak® limit point of the
net of vector functionals T — (T°¢,, &y)-

Denote G = Nepre(A). The group G acts on N by the automorphisms §,, v € G. We also
consider the diagonal action of G on N ®,1; N'°P and denote by D the algebraic crossed product
D = (N ®a1g N°P) Xaig G. As a vector space, D = N ®,1g NP ®,1; CG and the product and
x-operation on D are given by

(21 @ ¥y° @ u1) (22 @ yy” @ u) = 1By, (22) @ (Buy (y2)y1)*P @ uruz  and

(2 @yP @u)" = Py (2) @ (Bur(y"))P @ u” .

We define the *-representations

©:D— B(H):0(xxyPu) =m(z)r(y) Wy ,
©1:D—>BH)Q®L(G):01(z@y*Ru) = (m @id)¥(z) (m.(y) W, @ 1) .

Define the *-subalgebras N; of N given by

N1 = span ®(M)p(4) ,
N2 = [Nl] >

N3 = {1: eN ‘ there exist sequences z; € M and a; € A such that

all Zx;‘ xi, Z:}:fo , Z a;a; and Z a;a; are bounded
and = = Z O (z;)p(as) } .
i

Each N is globally invariant under the automorphisms 3,, u € G, and so we have the *-
subalgebras D; C D defined as D; = (N ®a1g N;7) ag G. Note that N7 C N3, but that the
inclusion Ny C N3 need not hold.

Denote C = Tr(p) = ||2||. We claim that

12(0(x))] < C|©1(z)] forall x € D3 . (5.3)
To prove (5.3), first note that in exactly the same way as we proved (2.15), we get that (5.3)
holds for all € Dy and thus also for all € Dy by norm continuity.

Whenever z; € M and a; € A are sequences as in the definition of N3 and x = )", ®(z;)p(a;),
we can choose a sequence of projections p, € pMp such that p, — p strongly and such that
for each fixed n, the series p, >, z;2}p, is norm convergent. This means that for each n, we
have that ®(p,)xr € N>.

Fix € D3. Since the automorphisms 3, act as the identity on ®(M), it follows that we can
find a sequence of projections p, € pMp such that p, — p strongly and such that

T = (P(pr) 12 1) 2 (1® P(p,)* ®@1) € Dy
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for all n.

Since Q(m(®(z))) = Tr(pxp) for all x € M, we get that
Q=Q -m(p) and liﬁn |92 —Q-m(P(pn)|| =0.
A similar result holds for 7, and thus,
lim [ — 7, (@(pn)) - Q- m(P(pa))[| = 0.
This implies that Q(0(x)) = lim,, Q(O(x,,)). Since =, € D2, we know that
2(O(2n))| < C|O1(zn)[| < C[O1(2)]|

for all n. So, (5.3) follows.

By (5.3), we can define the continuous functional ©; on the C*-algebra [©;(Ds3)] satisfying
21(01(z)) = QO(x)) for all z € D3. It follows that Q;(01(x)*O1(z)) > 0 for all z € D3 and
thus, € is positive. Extend Q; to a bounded functional on B(H ® L*(G)) without increasing
its norm. In particular, {2; remains a positive functional.

Let v € ;Mp(pAp) be a partial isometry such that s = v*v and ¢ = vv* belong to Py. Using
the same notation as in step 4, we define the operator Y (v) € B(H) given by

Y(v) = m(T(s)") 7 ((v)) Wy mr (T(2)) -

Note that Y (v) commutes with m;(®(M)). Also note that Y (v)* = Y (v*). Take u € Nepre(A)
such that v = us. Since W, = W, m(p(s)) mr(p(s)), we define the element y(v) € D3 given by

y(v) = (p(s) © (p(s)2(0)T(s))P @ 1) 1@ 1 @) (1@ T({H)* ©1)

and note that O(y(v)) = Y (v) and ©1(y(v)) =Y (v) ® 1.

For every T' € B(H), write ||T||q = /Q(T*T). Similarly define ||T|q, = /Q1(T*T) for all
T € B(H® L*(G)). Applying (5.2) for v and v*, and using that Y (v*) = Y (v)*, we ﬁnd that

[©(2(v) @ 1®1—y(v))lo = [m(®()) —Y(v)|o=0 and
[O(@(v) ®1®1—y) )= |m(®{") -Y(@)le=0 .
Then also
[(m10 @ ®id)(®(v)) = Y(v) @ 1o, = [[©1(®(v) ® 1® 1 —y(v))|a,
=[[0(@(v)®1®1—-y@))la=0,
[(m 0 @ ®@id)(2(v")) = Y(v)" @ 1o, = |©1(2(v*) @ 1@ 1 —y(v)) [l
=[0(2(w")®1®1—-y(v))|o=0 .

(5.4)

Define the positive functional Qs on ¢(M ® B(L?*(G)))q given by Qs = Qo (m 0 ® ® id).
Since Y (v) ® 1 commutes with m(®(M)) ® B(L?*(G)), it follows from (5.4) that Qo(®(v)T) =
Qo(T®(v)) for every partial isometry v € Ny, (pAp) with v*v and vv™ belonging to Py. We
also have that Qo(®(z)) = Tr(z) for all z € pMp. Since the linear span of all such partial
isometries v is || - |lo-dense in P = N3, (pAp)”, it follows that Qo is ®(P)-central. So we have
proved that P is ®-amenable. This concludes the proof of Theorem G.

31



6 Stable strong solidity; proof of Theorem C

The following is an immediate consequence of Ozawa’s solidity theorem [0z03].

Proposition 6.1. Let G be a locally compact group with property (S). Assume that C}(QG) is
an exact C*-algebra. Then M = L(QG) is solid in the sense that for every diffuse von Neumann
subalgebra A C M that is the range of a normal conditional expectation, A’ N M is injective.

Proof. By the type III version of Ozawa’s theorem [Oz03], as proved in [VV05, Theorem 2.5],
it suffices to prove the Akemann-Ostrand property, meaning that the x-homomorphism

B(L*(G))

0:CHG) @as CHG) = Ty

1 0(a @ b) = Ma)p(b) + K(L*(Q))

is continuous on the spatial tensor product C}(G) @min C (G).

As in the proof of (2.7), property (S) gives rise to an isometry Zj that is an adjointable operator
from Cy(G) to Co(G) @min L?*(G) with the property that

ZoMa) — (A @ N)A(a)Zy and  Zop(b) — (p(b) ® 1)Zy  belong to K(L*(G)) @min L*(G)

for all a,b € C*(G). The standard representation of C(G) ®@min C(G) on L*(G) @ L*(Q) is

unitarily conjugate to the representation
01 : CH(G) @min CF(G) = B(L*(G) ® L*(G)) : 1(a @ b) = (A @ M) A(a) (p(b) @ 1) .

Since f(a®b) = Z;61(a®b) Zo+ K(L*(G)) for all a,b € C}(G), the Akemann-Ostrand property
indeed holds. O

For the proof of Theorem C, we need the following lemma.

Lemma 6.2. Let M be a diffuse o-finite von Neumann algebra and p, € M a sequence of
projections such that p, — 1 strongly. Then M is stably strongly solid if and only if p, Mp,, is
stably strongly solid for every n.

Proof. Write H = ¢%(N) and denote by z, € Z(M) the central support of p,. Since M is
o-finite, we have B(H) ® p,Mp, = B(H) ® Mz,. By [BHV15, Corollary 5.2], we get that
pnMpy, is stably strongly solid if and only if Mz, is stably strongly solid. Since every diffuse
von Neumann algebra admits a diffuse amenable (even abelian) von Neumann subalgebra with
expectation, it is easy to check that M is stably strongly solid if and only if Mz, is stably
strongly solid for each n. O

Proof of Theorem C. First assume that G is unimodular. Fix a Haar measure on G and denote
by Tr the associated faithful normal semifinite trace on M = L(G). Fix a projection p € L(G)
with Tr(p) < co. Assume that G is weakly amenable and has property (S). We have to prove
that pMp is strongly solid. So fix a diffuse amenable von Neumann subalgebra A C pMp. We
have to prove that N, (A)” is amenable.

Denote by A : L(G) = L(G) ® L(G) : A(N\g) = Ay ® Ay the comultiplication. View A as a
coaction on M, so that we can apply Theorem F. Since A is amenable, we certainly have that
A is A-amenable. We next prove that A cannot be A-embedded.

Fix a net a, € U(A) such that a, — 0 weakly. For every ¢,n € L*(G), denote by we,, € L(G).
the vector functional given by we ,(Ag) = (Ag&, n). Also denote by mg¢ ,, : L(G) — L(G) : m¢ , =
(id ® we ) o A the associated normal completely bounded map. We claim that

mepn(an) — 0 strongly, for all £, € L*(G). (6.1)
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Fix &,n € L*(G) and fix p € L*(G). To prove (6.1), we must prove that ||mg,(an)p| — 0.
Denote by V' € L>*(G) ® L(G) the unitary given by V(g) = A4 for all g € G. For every
a € L(G), we have

mep(a)p = (1d @ we ) (Aa))p = (we y ® id)(A(a)) 1
= (wey @) (Ve DV )u=n"®@1)V(iex Hh)V* (@ un) .

Approximating V*(¢ ® u) € L*(G) ® L?(G) by linear combinations of vectors &y ® pig, it suffices
to prove that

lim || (" ® 1)V (an ® 1)(§0 @ po)|| = 0 for all n,&o, 1o € L*(G).

Since the operator (n* ® 1)V (1 ® ug) belongs to K(L?*(G)), this last statement indeed holds
and the claim in (6.1) is proved.

For all i1, e € L2(Mp) and for all £,n € L*(G), we have

(Alan) (11 ® &) ap, p2 @ n) = (Mg y(an)p1, poan) -
So, (6.1) implies that

m(A(ay) - €-ak,€) =0 for all &€ € L*(Mp) @ L*(G).

So there is no nonzero vector ¢ € L?(Mp)® L?(G) satisfying A(a)¢ = a for all @ € A, meaning
that A cannot be A-embedded.

Write P = Nparp(A)”. By Theorem F, P is A-amenable. Since the P-M-bimodule
AP)AP)(L* (M) © L*(G)u

is contained in a multiple of the coarse P-M-bimodule, it follows that P is amenable. So we
have proved that pMp is strongly solid.

Next assume that G is a locally compact second countable group with CMAP and property (S)
such that the kernel Gy of the modular function 6 : G — R™ is an open subgroup of G. Fix
a left Haar measure on G and denote by ¢ the associated faithful normal semifinite weight on
M = L(G). Denote by 0¥ its modular automorphism group, given by

of(Ng) =8(g)" N, forallge G, teR.

So, L(Gp) lies in the centralizer L(G)¥ and since Gy C G is an open subgroup, the restriction
of ¢ to L(Gp) is semifinite. By Lemma 6.2, it is sufficient to prove that pL(G)p is stably
strongly solid for each nonzero projection p € L(Gp) with ¢(p) < oo. Fix such a projection
p and let A C pMp be a diffuse amenable von Neumann subalgebra with expectation. Write
P = Njy,(A)". We have to prove that P is amenable.

Denote H = ¢?(N) and define M; = B(H) ® M. Write Ay = B(H)® A and p; = 1 ® p. By
[BHV15, Lemma 3.4], we have to prove that Ny, asp, (Ao)” is amenable. Since G has CMAP,
certainly G is exact (see e.g. [BCL16, Corollary E|) and Proposition 6.1 implies that A’ NpMp
is amenable. So, Ay := Ag V (A Np1Mip1) is amenable. Since Ny, ar,p, (A0)” C Npyanp, (A1)”
and since this is an inclusion with expectation, it suffices to show that P := Np anp, (41)” is
amenable.

Let e € B(#H) be a minimal projection and choose a faithful normal state n on B(#) such
that e belongs to the centralizer of 1. Also choose a faithful normal state ¥ on pMp such that
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U;’b (A) = Afor all t € R. Note that n®41 is a faithful normal state on py Mip;. Then A; and Py
are globally invariant under 0¥ and we obtain the canonical inclusions of continuous cores

ey (A1) C Cpey(P1) C chep(prMipr) .

Since A} N p1Mipy = Z(Ay), it follows from [BHV15, Lemma 4.1] that c,gy(P1) is contained
in the normalizer of c,gy(A1). By Takesaki’s duality theorem [Ta03, Theorem X.2.3], Py is
amenable if and only if its continuous core is amenable. So, it suffices to prove that the
normalizer of ¢, gy (A1) is amenable. Now we can cut down again with the projection e ® 1 and
conclude that it is sufficient to prove the following result: for any diffuse amenable B C pMp
with expectation and for every faithful normal state ) on pMp with 02/} (B) =B for all t € R,
the canonical subalgebra c,(B) of ¢y, (pMp) has an amenable stable normalizer.

Whenever p' € M¥ is a projection with p’ > p and ¢(p') < oo, we can realize the continuous
core of p' Mp' as m,(p") Mm,(p') where M = c,(M). Let

IT: ¢y (pMp) — () My (p)

be the canonical trace preserving isomorphism. Let p, € Ly(R) be a sequence of projec-
tions having finite trace and converging to 1 strongly. Since B is diffuse and using Popa’s
intertwining-by-bimodules [Po03, Section 2], it follows from [HU15, Lemma 2.5] that

(pn ¢y (B)pn) A Ly (R)mo (') (6.2)
T () Mo (p')

for all n and all projections p’ € M¥ with p’ > p and ¢(p’) < co. Denote by P the set of these
projections p’ and define the x-algebra

Mo = | mpld )M, (p) -

p'eP

There is a unique linear map E : My — L,(R) such that for every p’ € P, the restriction of
E to my(p')Mmy,(p') is normal and given by E(m,(x)Ay(t)) = @(z)A,(t) for all z € p’ Mp' and
t € R. Note that this restriction of E can be viewed as ¢(p’) times the unique trace preserving
conditional expectation of 7, (p)Mm,(p") onto L,(R)p'.

Combining (6.2) and [HI15, Theorem 4.3], in order to prove that c,(B) has an amenable
stable normalizer inside cy(pMp), it is sufficient to prove the following statement: whenever
q € my(p)Mmy(p) is a projection of finite trace and A C ¢Mgq is a von Neumann subalgebra
that admits a net of unitaries a,, € U(A) satisfying

E(x*any) — 0 strongly, for all x,y € My, (6.3)

then the stable normalizer of A inside gMgq is amenable. Fix such a von Neumann subalgebra
A C gMgq and fix a net of unitaries a,, € U(A) satisfying (6.3).

Since A ooy = (6f ®id) o A for all t € R, there is a well defined coaction given by
M= MO LG) : @(mp() Ao (1)) = (mp @id)(A(2)) (Ap(t) @ 1)

forallz € M, t e R.

The M-bimodule g(ag)(L*(M) ® L*(G))m 1 is isomorphic with L*(M) L, (R) L*(M) and
thus weakly contained in the coarse M-bimodule. Using Theorem G, it only remains to prove
that (6.3) implies that A cannot be ®-embedded.
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We deduce that A cannot be ®-embedded from the following approximation result: for all
a € CHGy), w € L(G)} and € > 0, there exist n € N, elements a;,z; € L(G) and scalars
d; >0 for j € {1,...,n} such that

of (aj) = 5§taj and o} (z;) = 5]7“13- (6.4)

for all j € {1,...,n} and all ¢t € R, and such that the map

VM- M:V(x Z (T Ww(pa]) mﬂ'(p(pak)) o (Tk) (6.5)
7,k=1

is normal and completely bounded, and satisfies
|(id ® w)® (7, (pa)* - mp(pa)) — \I/HCb <e. (6.6)
Already note that (6.4) implies that the right support of pa; belongs to P, so that 7, (pa;) € My

and the map ¥ is well defined and normal.

Assuming that such an approximation exists, we already deduce that A cannot be ®-embedded.
It suffices to prove that

li£D<‘I’(an)(,U ® &), pan, ®E) =0 for all u € L*(M) and ¢ € L*(Q),

because then also lim,, (®(a,)n(a; ® 1),n) = 0 for all n € L?(Mq) ® L*(G), excluding the
existence of a nonzero vector 7 € L?(Mgq) ® L*(G) satisfying ®(a)n = n(a ® 1) for all a € A.

Since 1 ® ¢ can be approximated by vectors of the form ®(7,(a))(p ® &) with a € C}(G)), it

suffices to prove that

lim(®(7p(a)*anms(a)) (1 @ &), pa, @ &) =0 for all a € C(Gy), p € L*(M) and € € L*(G).

n

Denoting by w € L(G); the vector functional implemented by &, it is sufficient to prove that
(id ® w)(®(my(a)*anmy(a))) — 0 strongly, for all a € C(Go),w € L(G)5.

But this follows by the approximation in (6.6) and because (6.3) implies that ¥(a,) — 0

strongly.

Fixing a € C}(Gy), w € L(G)f and € > 0, it remains to find the approximation (6.6).

First take ¢ € C.(G) such that the vector functional we satisfies |lw — we| < (1/3)¢e|lal| 72 It
follows that, as maps on M = L(G),

|(id ® w)A(a*p - pa) — (id ® we) Aa™p - pa))HCb << (6.7)
3

Fix F € C.(G) with 0 < F < 1 and { = F¢. For every x € M and using the unitary
V € L*®(G) ® L(G) as in the first part of the proof, we have

(id® wf)A(a*pmpa)) = (we® id)A(a*pxpa))
=@ )V(a'prpa @ 1)V (E®1)
= (& @)V(Fa*prpaF @ )V (E®1) .

Since a € C}(Gy) C CH(G) and F € C.(G), we get that aF is a compact operator on L*(G)
that commutes with the modular function (viewed as a multiplication operator).

35



So we can approximate aF' by a finite rank operator 1" of the form

T =3
j=1
where &, pij € Co(G) and 6&; = 0;¢;, dp; = 05, and such that ||T| < |aF| < ||a|| and

9
laF —T|| < s -
3 lall 11€1I2

Defining

m:M— M:m(z) = (id®w)(A(a" pxpa)) ,
mi:M—=M:mi(z)=()V(T pxpT @ )V (E®1),

we get that ||m —mq|e < e.

Defining
aj = /Guj(g) Agdg and  z; = (wee, @id)(V")

we get that

n
my(z) = Z o(aj prpag)r;xy .
jik=1
Both m and m; commute with the modular automorphism group ¢% and thus canonically
extend to M = c, (M) by acting as the identity on L,(R). The canonical extension of m
equals
(i © )@ (mp(pa)* - 74(pa)

while the canonical extension of m; equals the map ¥ given by (6.5). Since |[[m — mq||ep < &,
also (6.6) holds and the theorem is proved.

O]

7 Locally compact groups with property (S)

Recall that a compactly generated locally compact group G is said to be hyperbolic if the Cayley
graph of G with respect to a compact generating set K C G satisfying K = K~! is Gromov
hyperbolic, in the sense that the metric d on G defined by

d(g, h) = 0 if g =h,
$ = min{n € N | h~lg € K"} if g # h,

turns G into a Gromov hyperbolic metric space. When G is non discrete, this Cayley graph is
not locally finite and often the action of G on its Cayley graph is not continuous.

By [CCMT12, Corollary 2.6], a locally compact group G is hyperbolic if and only if G admits a
proper, continuous, cocompact, isometric action on a proper geodesic hyperbolic metric space.

Combining several results from the literature, we have the following list of locally compact
groups that are weakly amenable and have property (S). In the formulation of the proposition,
graphs are assumed to be simple, non oriented and connected. We always equip their vertex
set with the graph metric. A hyperbolic graph is a simple, non oriented, connected graph such
that the underlying metric space is Gromov hyperbolic.
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Proposition 7.1. Let G be a locally compact group. If one of the following conditions holds,
then G has the complete metric approximation property and property (S).

1. G is o-compact and amenable.

2. ([Ha78, 5291, 0203]) G admits a continuous action on a (not necessarily locally finite) tree
that is metrically proper in the sense that for every verter x, we have that d(x,g-x) — 00
when g tends to infinity in G.

If one of the following conditions holds, then G is weakly amenable and has property (S).

3. G is compactly generated and hyperbolic.

4. ([0203, 0207]) G admits a continuous proper action on a hyperbolic graph with uniformly
bounded degree.

5. ([CHS8, Sk88]) G is a real rank one, connected, simple Lie group with finite center.

Proof. 1. Since G is amenable, a fortiori G has CMAP. Since G is o-compact, we can fix an
increasing sequence of compact subsets K,, C G such that the interiors int(K,) cover G. We
make this choice such that Ko = 0, K, = K, !, K, C int(K,.1) and K,K,K,, C K, for
all n. Since G is amenable, we can choose 7, € S(G) such that ||g -1, — nul1 < 27" for all
n >0 and all g € K,,. Choose continuous functions F,, : G — [0, 1] such that F},(g) = 0 for all
g€ K,_1and F,(g) =1 for all g € G\ K,. By convention, F(g) =1 for all g € G.

Define the continuous function
p:G— LNG Z Fo(

Note that n < ||u(g)|]1 < n+ 1 whenever n > 1 and g € K,, \ K,—1. Define n: G — S(G) :
() = (@l nly)-

Choose ¢ > 0 and K C G compact. Take ng such that K C K,,. Then take n; > ng such that
2(2n0+6)/n1 <e. Fix g,k € K and h € G\ K,,,. We prove that ||n(ghk)—g-n(h)|1 < e. Once
this is proved, it follows that G has property (S). Take n > n; such that h € K,,11 \ K. Since
K 'K, 1K !'CK,and KK, 1K C K2, we have ghk € K12\ K,,_1. Define v € L'(G)

given by
n
Y= -
0

k=
By construction, [[u(h) — |1 <1 and ||u(ghk) — |1 < 3. Also,

n n
lg-v =l <2n0+ D> lg-me—mellt <2m0+ > 275 <2(ng+1) .
k=ng k=ng

Altogether, it follows that ||g - u(h) — u(ghk)||1 < 2ng + 6. Since ||u(h)|[1 > n1, it follows that
lg - n(h) —n(ghk)|L <e.

2. Let G = (V,E) be a tree and G ~ G a continuous metrically proper action. By [BOO0S,
Corollary 12.3.4], the group G has CMAP. For all z,y € V, denote by A(xz,y) C V the
(unique) geodesic between = and y. Fix a base point 29 € V. Define the continuous map

1 : G — Prob(V) by defining 7(g) as the uniform probability measure on A(xg, g - x¢). For all
g,h,k € G, the symmetric difference between A(xg,ghk - xo) and g - A(xg, h - xg) contains at
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most d(zg,g-xo) + d(zo, k- zp) elements. Since the action G ~ G is metrically proper, we have
d(xo, h - z9) — oo when h tends to infinity in G. It then follows that

hlim |In(ghk) — g -n(h)||i =0 uniformly on compact sets of g,k € G.
— 00

Since the action G ~ V has compact open stabilizers, there exists a G-equivariant isometric
map Prob(V) — S(G). Composing n with this map, it follows that G has property (S).

3. By [CCMT12, Corollary 2.6], G admits a proper, continuous, cocompact, isometric action
on a proper geodesic hyperbolic metric space. By [MMS03, Theorem 21 and Proposition 8], G
satisfies at least one of the following three structural properties: G is amenable, or G admits
a proper action on a hyperbolic graph with uniformly bounded degree, or G admits closed
subgroups K < Gg < G such that Gy is of finite index and open in GG, K is a compact normal
subgroup of Gy and Gy/K is a real rank one, connected, simple Lie group with finite center.
Since we already proved 1, to complete the proof of 3, it suffices to prove 4 and 5 and apply
Lemma 7.2 below.

4. Let G = (V, E) be a hyperbolic graph with uniformly bounded degree. Let G ~ G be a
continuous proper action. By [0z07, Theorem 1], the group G is weakly amenable. The proof
of property (S) is almost identical to the proof of [Ka02, Theorem 1.33] and especially the
version in [BO08, Theorem 5.3.15]. For completeness, we provide the details here.

We use the following ad hoc terminology. Assume that [2/,y'] C V is a geodesic. If d(2/,y’)
is even, we call “mid point of [2/,¢]” the unique point z € [2/,y] with d(2/,2) = d(z,y') =
d(2',y')/2. If d(2’,y) is odd, we declare two points of [2/,y'] to be the “mid points of [z, '],
namely the two points z € [¢/,y/] with d(2/, 2) = (d(2/,y') £1)/2 and thus d(z,y’) = (d(2/,y") F
1)/2. For all x,y € V and k € N, define the nonempty subset A(x,y,k) C V given by

A(z,y, k) = {z % | there exists a geodesic [2/,y'] C V with d(z,2’) < k and d(y,y') <k
such that z is one of the mid points of [2',y'] } .
Note that A(z,y, k) = A(y,x, k) and A(g-2z,9-y, k) =g A(z,y,k) for all z,y € V, k € N and
g €qG.
Take 0 > 0 such that every geodesic triangle in G is 0-thin (see [BOO08, Definition 5.3.3]). Define

B=sup[{y €V |d(y,x) <25} .
zeV

Since G has uniformly bounded degree, we have that B < co. We claim that for all x,y € V'
with d(x,y) > 4k, we have
|A(z,y, k)| <2(k+1)B. (7.1)

To prove this claim, fix a geodesic [z, y] between x and y and denote by [a,b] C [z, y] the unique
segment determined by

d(z,a) = |d(z,y)/2] —k and d(z,b) = [d(x,y)/2] + k.

Note that [a, b] contains at most 2(k + 1) vertices. To prove the claim, it thus suffices to show
that every z € A(z,y, k) lies at distance at most 20 from a vertex on [a, b].

Choose a geodesic [2/,y'] € V with d(z,2') < k and d(y,y’) < k. Let z be one of the mid
points of [2/,y']. Since d(x,y) > 4k, the geodesic picture of the five points x, 2, y, vy, z in a tree
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would look as the following picture on the left.

X

Zo z Yo

In our comparison tree, some of the “small” segments [z, xo|, [z, 2o, [y, vo0], ¥/, yo] could be
reduced to a single point, but the “large” segment [x¢,yo] has length at least 2k. Therefore,
in the comparison tree, the mid point z of [2/,4'] lies on the segment [x(,y0]. We now turn
back to segments in the hyperbolic graph G, as in the picture on the right. Denote by ¢ € [z, y]
the unique point with d(x,c) = d(2/, z). By construction, ¢ € [a,b]. To conclude the proof of
(7.1), we show that d(c, z) < 26. Choose a geodesic [x,y] and denote by e € [z,y'] the unique
point with d(x,e) = d(z’, z). Applying d-thinness to the geodesic triangle x, 2/, y’, we find that
d(z,e) < 4. Then applying d-thinness to the geodesic triangle z,y,y’, we get that d(e,c) < 4.
So, d(z,¢) < 26 and the claim in (7.1) is proven.

Given a finite subset A C V, denote by p(A) the uniform probability measure on A. Exactly
as in the proof of [BO08, Theorem 5.3.15], define the sequence of maps

2n
1
Mp 2 VXV — Prob(V) : gu(z,y) = - Z p(A(z,y,k)) .
k=n-+1
For finite sets A, B C V, we have

1 |AN B
—|lp(A) —pB)|1=1- ———.
2 Hp( ) p( )Hl max{]A\,\B[}

When d(z,2’) < d < k, we have
A(z,y,k —d) C A(2',y, k) C A(z,y,k +d) .

Therefore, whenever d(x,2’') < d < k, we have

|A(z, y, k — d)|

1 ’
3 1A — ARl < 1~ LD

So if d(x,2") < d < n, we use the inequality between arithmetic and geometric mean and get
that

2n
1 , 1 ’A<m7y7k_d)‘
(@, y) — (e )i < 1— = Aokl
3 It ) =il < 1= 0 3 2l
=n-+1
on 1/n
<1 T Awwk=d
et |A(z,y, k + d)|

n 1/n
—1_ ( HkiZ—dH |A(z,y, k)| )
5t A, y. b))

Using (7.1), it follows that whenever d(x,2') < d < n and d(x,y) > 4(2n + d), we have

1 —2d/n
5 Ima(@.y) = m@' il < 1- (2@2n+d+1)B) "
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So, for every € > 0 and every d € N, there exists an n such that

17 (2,y) — ma(@, )l < e
for all z,2’,y € V with d(z,2’) < d and d(x,y) > 4(2n + d).
The maps 7,, are G-equivariant in the sense that
(g 2,9 -y) =g -m(zy) forallge G, z,yeV,

and the maps 7, are symmetric in the sense that n,(x,y) = n,(y, x) for all z,y € V.

Passing to a subsequence, we find a sequence of G-equivariant symmetric maps 7, : V x V —
Prob(V) and a strictly increasing sequence of integers d,, € N such that

I (2, y) — nu(2 )|l <277

whenever z, 2’y € V, d(z,2') < n and d(z,y) > d,,. By convention, we take dy = 0 and
no(z,y) = 3(0z + 6,). Define the function p : N — N given by

p(n) =max{k € N|dp <n}.

Then p(0) = 0, p is increasing, p(n) — oo when n — oo and |p(n) — p(m)| < |n — m| for all
n,m € N. Using the trick in [BO08, Exercise 15.1.1], define the G-equivariant symmetric map

p(d(z,y))
WV XV S BV () = > (o)

n=0

Note that [|u(z,y)|1 =1+ p(d(z,y)). For all z,2",y € V with p(d(z,y)) > d(z,z"), we have

p(d(z,y))
Iz, y) — pla’,y) | < 2d(z,2") + |p(d(z,9) — pldl@ )+ Y lnalz,y) — mal@’, )1
n=d(z,z’)
pld(z.y))
<3d(x,2)+ > 27" <3d(z,a) +2. (7.2)

n=d(x,z’)

Define the G-equivariant symmetric map

n:V xV = Prob(V) :n(z,y) = [lu(z,y)ll;" plw,y) -
Since ||u(z,y)|l1 = 1+ p(d(z,y)), it follows from (7.2) that

2(3d(z,2") + 2)
1+ p(d(z,y))

for all z,2/,y € V with p(d(x,y)) > d(x,2’). This implies that for every n € N, there exists a
kn € N such that

In(z,y) —n(z',y)h <

1
[n(z,y) —n(a’,y)ll1 < .

for all z, 2",y € V with d(z,2") <n and d(x,y) > ky.

Fix a base point xg € V and define the continuous map 7 : G — Prob(V') = v(g) = n(xo, g- xo).
Since

1

v(gh) = n(xo, gh - x0) = g-n(g~" - xo,h-x0) and g-vy(h)=g-n(zo,h-xo),
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we find that limp_,~ [|[7(gh) — g - v(h)]|1 = 0 uniformly on compact sets of g € G. Since
v(hk) = n(zg, hk - z0) = n(hk - zo,z0) = h-n(k-x0,h~ - 29) and ~(h) =h-n(ze,h ' - z0) ,

we find that
ly(hk) = ~(R)llx = [In(k - w0, ™" - 20) — n(wo, ™" - zo)l1
so that also limy,_o ||7(hk) — v(h)|l1 = 0 uniformly on compact sets of k € G.
As in the proof of 2, there exists a G-equivariant isometric map Prob(V) — S(G), so that G
has property (S).
5. By [CHS88|, G is weakly amenable. By [Sk88, Proof of Théoréeme 4.4], G has property (S). O

In the proof of Proposition 7.1, we used the following stability result for property (S). One can
actually prove that property (S) is stable under measure equivalence of locally compact groups,
but for our purposes, the following elementary lemma is sufficient.

Lemma 7.2. Let G be a locally compact group and K < Gg < G closed subgroups such that
K is compact and normal in Go, and Gq is open and of finite index in G. If Go/K has
property (S), then also G has property (S).

Proof. Since L'(Go/K) C L'(Gp), we have a Go-equivariant map S(Go/K) — S(Go). So,
property (S) for Go/K implies property (S) for Go. Write G as the disjoint union of Gog;,
i = 1,...,n. Define the continuous map 7© : G — Gy given by 7(gg;) = g for all g € Gy
and i € {1,...,n}. View S(Goy) C S(G). Given ng : Go — S(Gp) as in the definition of
property (S), define the continuous map

1G5 8@ nlg) = S g mlr(ai9))
=1

One checks that limy,_,« ||7(ghk) — g-n(h)||1 = 0 uniformly on compact sets of g,k € G. So, G

again has property (S). O
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