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Abstract

Given a group G, the group von Neumann algebra L(G) is defined as the w.o.
closure of the linear span of the left regular representation {Ay}g4cc. The group
measure space construction of Murray and von Neumann associates to every
nonsingular action G ~ (X, 1) a von Neumann algebra L>®(X) x G. A central
problem in the study of von Neumann algebras is the classification of L(G)
and L>®(X) x G in terms of the underlying group G and the underlying action
G ~ (X, u), respectively. By defining Ozawa’s class S for locally compact
groups, we obtain the first rigidity and classification results for group von
Neumann algebras and group measure space von Neumann algebras given by
nondiscrete, locally compact groups.

Class S for discrete groups plays an important role in rigidity results for group
von Neumann algebras and group measure space von Neumann algebras given by
discrete groups. We define class S for locally compact groups and characterize
locally compact groups in this class as groups having an amenable action on a
boundary that is small at infinity, generalizing a theorem of Ozawa. We provide
examples of locally compact groups in class S and prove that class S is closed
under measure equivalence.

We prove that for arbitrary free, probability measure preserving actions of
weakly amenable groups in class S, the group measure space von Neumann
algebra L>°(X) x G has a unique Cartan subalgebra up to unitary conjugacy.
We then deduce a W*-strong rigidity theorem of irreducible actions of products
of such groups. These theorems in particular apply to connected, simple Lie
groups of real rank one with finite center and groups acting properly on trees or
hyperbolic graphs. We furthermore prove strong solidity results for the group
von Neumann algebras of weakly amenable groups in class S, and we prove a
unique prime factorization result for group von Neumann algebras of products
of groups in class S.






Beknopte samenvatting

De groeps-von Neumannalgebra van een groep G wordt gedefinieerd als de
sluiting van het lineaire opspansel van de linkse reguliere representatie {\;}gcc
in de zwakke operatortopologie. Op een gelijkaardige manier construeert men
een von Neumannalgebra L (X) x G uit elke niet-singuliere actie G ~ (X, )
via de groep-maatruimteconstructie van Murray en von Neumann. Een centraal
probleem in het onderzoek naar von Neumannalgebra’s is de classificatie van
L(G) en L*>°(X)x G in termen van respectievelijk de onderliggende groep G en de
onderliggende actie G ~ (X, ). Door Ozawa’s klasse S te definiéren voor lokaal
compacte groepen, bewijzen we de eerste rigiditeits- en classificatieresultaten
voor groeps-von Neumannalgebra’s en groep-maatruimte von Neumannalgebra’s
gegeven door lokaal compacte groepen.

Klasse S voor discrete groepen speelt een belangrijke rol in rigiditeitsresultaten
voor groeps-von Neumannalgebra’s gegeven door discrete groepen. We definiéren
klasse S voor lokaal compacte groepen en we geven een karakterisatie van lokaal
compacte groepen in deze klasse in termen van groepen met een uitmiddelbare
actie op een compactificatie die klein is op oneindig. Hiermee veralgemenen we
een stelling van Ozawa. We geven voorbeelden van lokaal compacte groepen in
klasse S en we bewijzen dat klasse S gesloten is onder maatequivalentie.

We bewijzen dat voor elke vrije, ergodische, kansmaatbewarende actie van een
licht uitmiddelbare groep in klasse S de groep-maatruimte von Neumannalgebra
L>*(X) x G een unieke Cartandeelalgebra heeft, op unitaire conjugatie na.
We leiden hieruit een W*-sterke rigiditeitsstelling af voor irreducibele acties
van producten van zo’n groepen. Deze stellingen zijn in het bijzonder van
toepassing op samenhangende, enkelvoudige Liegroepen met reéle rang één
en eindig centrum en op groepen met een eigenlijke actie op een boom of
een hyperbolische graaf. We bewijzen verder sterke soliditeitsresultaten voor
groeps-von Neumannalgebra’s van licht uitmiddelbare groepen in klasse S en
we bewijzen unieke priemfactorisatie voor groeps-von Neumannalgebra’s van
producten van groepen in klasse S.
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Chapter 1

Introduction

In this chapter, we give a brief introduction to von Neumann algebras and the
phenomenon of W*-rigidity. We present the main results of this thesis, which
were obtained in the author’s joint publication [BDV18] with Arnaud Brothier
and Stefaan Vaes and in the author’s publication [Depl9]. In particular, parts
of this introduction originate from these two articles.

1.1 Von Neumann algebras

In a series of papers in the 1930s and 1940s, Murray and von Neumann [MvN36;
MvN37; vNeud0; MvN43] introduced the notion of a von Neumann algebra (or
W*-algebra), back then called ‘rings of operators’, as a subalgebra of the algebra
B(H) of bounded linear operators on a Hilbert space H that is closed under
taking adjoints and that is closed in the w.o. topology. The two most important
classes of examples of von Neumann algebras for this thesis are the group von
Neumann algebras and the group measure space von Neumann algebras. Both
constructions were already introduced in the above mentioned seminal papers
of Murray and von Neumann.

Given a locally compact group G, the left regular representation A : G —
B(L?*(@G)) is given by
A H)(B) = flg™'0)

for all f € L?(G), g € G and almost every (a.e.) t € G. The group von
Neumann algebra L(G) is then defined as the von Neumann algebra generated
by the operators {Ag}gecq-
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Closely related to the previous construction is the group measure space von
Neumann algebra, associated to a nonsingular group action. Given a nonsingular
action G ~ (X, u) of a locally compact group G on a measure space (X, u),
the group measure space von Neumann algebra L*°(X) x G is a von Neumann
algebra generated by a copy of L°°(X) and a copy of the group G, in form of
group of unitaries {uy}4ec satisfying ugun = ugp. The copy of L®(X) and
of the group G are such that the relation uj fu, = ay(f) for g,h € G and
f € L*=(X) is satisfied. Here, « is given by

(agf)(x) = flg ")
for f € L>°(X), g € G and a.e. z € X.

The ‘simple’ objects among the von Neumann algebras are the so-called factors.
A von Neumann algebra M is called a factor if it has trivial center, i.e. Z(M) =
C1. In [vNeu49], von Neumann showed that every von Neumann algebra M can
be written as a direct integral (a ‘generalized direct sum’) of factors. Murray
and von Neumann furthermore divided factors into three types. A factors
is of type I if it is isomorphic to B(H) for some Hilbert space H. A factor
is of type II, if it is not of type I, but still admits a (possibly infinite) trace
T: MT — [0,+00]. If this trace exists, it is unique up to scaling by a positive
number. If 7(1) < +oo, then the factor is of type II; and if 7(1) = 400, then
the factor is of type Il. All remaining factors are of type III.

Apart from the trivial case of type I, the factors of type II; are the best
understood. Even for these factors, though, many open questions remain. For
instance, one of the major open problems is the free group factor problem: is
L(F,) = L(F,,) whenever n # m? Also other types of factors exhibit interesting
behavior, and their study has been made accessible through the type II; case by
work of Connes, Tomita and Takesaki [Con73; Tom67; Tak70; Tak73; CT77].

The group von Neumann algebra L(I") of a discrete group I is a factor if and
only if I" has infinite conjugacy classes (icc), meaning that every conjugacy class
except {e} is infinite. In that case L(T") is always of type II;. For the group
von Neumann algebra L(G) of a (nondiscrete) locally compact group G, such a
nice characterization does not exist. Moreover, for many such groups L(G) is
type I. However, examples of groups G such that L(G) is a non-type I factor
were provided by Godement [God51], Sutherland [Sut78§].

The group measure space von Neumann algebra L>°(X) x G is a factor if the
action G ~ (X, p) is ergodic and (essentially) free. Recall that an action
G ~ (X, p) is said to be ergodic if the only G-invariant sets E C X are either
null of conull. An action G ~ (X, ) is said to be essentially free if the set
{re X |3geG\{e}:gz ==z} is anull set. If G is discrete and the action
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G ~ (X, p) is probability measure preserving (pmp), then L*°(X) x G is of type
11;.

Assumptions In this thesis, all von Neumann algebras are assumed to have a
faithful representation on a separable Hilbert space. All groups G are assumed
to be locally compact and second countable. All measure spaces (X, u) are
assumed to be standard measure spaces and all actions G ~ (X, p) are assumed
to be measurable.

1.2 W-*-rigidity

It is natural to ask what the two constructions above ‘remember’ about the
group G and the action G ~ (X, u). For amenable groups G, it follows from
the groundbreaking result of Connes in [Con76] that all group factors L(G)
and all group measure space factors L>(X) x G are completely classified by
their type and (in the type III case) their flow of weights. In particular, L(T")
and L>°(X) x T are all isomorphic for all infinite, amenable, discrete groups I'
and all free, ergodic, probability measure preserving (pmp) actions I' ~ (X, p).
This means that within the class of amenable groups, almost all information
about the group is lost when passing to the level of von Neumann algebras.

In general, more information is preserved for nonamenable groups. Some
structural properties of nonamenable groups can be recovered by only looking
at the associated von Neumann algebras. For instance, property (T), weak
amenability and the Haagerup property for a countable group I' can be recovered
from the associated group von Neumann algebra (see [CJ85; CH89; Con82;
Cho83]). Such a phenomenon is called W*-rigidity. In the last two decades
Popa’s deformation/rigidity theory, developed in [Pop06a; Pop06b; Pop06¢|, has
lead to a wealth of such rigidity theorems for group von Neumann algebras and
group measure space von Neumann algebras for countable groups (see [Pop07;
Vaell; Toal3; Vael6; Ioal7] for surveys). For instance, building on work of
Ozawa and Popa [OP10b] and Gaboriau [Gab00], Popa and Vaes [PV14a] were
able to show that L*°(X) x F,, and L*°(Y) x F,,, are not isomorphic whenever
n # m and the actions F,, ~ (X, u) and F,,, ~ (Y, v) are free, ergodic and pmp.
This solved the dynamical version of the free group factor problem mentioned
above. In [Pet10], Peterson even proved the existence of an action that is
completely remembered by the von Neumann algebra. More precisely, an action
I ~ (X, p) is said to be W*-superrigid if L (X, u) xT' = L>®(Y,v) x A for any
other action A ~ (Y, v) implies that T' ~ (X, u) and A ~ (Y, v) are conjugate:
there exists a group isomorphism ¢ : I' — A and a Borel isomorphism 6§ : X — Y
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such that 6(gz) = p(g9)0(x) for a.e. x € X and all g € I'. Since then, more
concrete examples of W*-superrigid actions have been discovered in among
others [PV10; HPV13; Toall; GIT16).

On the level of the group von Neumann algebras, similar striking results have
been obtained. A von Neumann algebra M is called solid if for every diffuse von
Neumann subalgebra A C L(T") that is the range of a normal, faithful conditional
expectation, the relative commutant A’ N L(T") is amenable. Recall that a von
Neumann algebra is called diffuse if it does not contain any minimal projections.
Ozawa showed in [Oza04] that L(T") is solid whenever T' is a countable group in
class S (see below for a definition). In particular, if T is nonamenable, icc and
in class S, then the group von Neumann algebra L(T") is a prime factor, i.e. it
does not decompose as a tensor product M; ® My of non-type I factors M; and
M.

In [OP04], Ozawa and Popa proved the first unique prime factorization results
with groups in class §. Among other results, they proved that if I' = I'y x

- x T',, is a product of nonamenable, icc groups in class S, then L(T") &
L(Ty)® ... ® L(T',) remembers the number of factors n and each factor L(T';)
up to amplification, i.e. if L(I') ¥ N; ® ... ® N, for some prime factors
Ni,..., Ny, then n = m and (after relabeling) L(T;) is stably isomorphic to
N; fori=1,...,n.

A stronger indecomposability property, called strong solidity, was introduced
by Ozawa and Popa in [OP10b]. A von Neumann algebra M is said to be
strongly solid if for every diffuse, amenable von Neumann subalgebra A C M
that is the range of a normal, faithful conditional expectation, the von Neumann
subalgebra generated by the normalizer Ny (A) = {z e U(M) | uAu* = A}
remains amenable. Strong solidity of L(F,) was established in [OP10b] and,
more generally, for L(I") with I' weakly amenable and in class S by Chifan
and Sinclair in [CS13]. The first strong solidity result for type III factors was
obtained by Boutonnet, Houdayer, and Vaes in [BHV18].

In the W*-rigidity results for the group measure space construction mentioned
above, the subalgebra L>°(X) inside M = L°°(X) x I plays a crucial role. By
Singer’s theorem from [Sin55], there exists an isomorphism 7 : L (X) xT' —
L>*(Y) x A such that m(L>°(X)) = L>(Y) if and only if the associated orbit
equivalence relations R(I' ~ X) and R(A ~Y) are isomorphic, where

RIT~X)=A{(gz,z) |geT,x € X}.

The subalgebra A = L*°(X) is a Cartan subalgebra: it is maximal abelian, the
normalizer Njs(A) generates M and there exists a normal, faithful conditional
expectation F : M — A. Hence, if one can show that the subalgebra A is the
unique Cartan subalgebra of M (up to conjugation by an automorphism), then
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Singer’s theorem implies that L>(X) x I' is isomorphic to L>*(Y) x A if and
only if R(I' ~ X) = R(A ~ Y). The first such Cartan rigidity result was
obtained by Ozawa and Popa in [OP10b]. They proved that M = L*>°(X) x F,,
has a unique Cartan subalgebra up to unitary conjugacy for profinite, free,
ergodic, pmp actions F,, ~ (X, ). Here, we say that two Cartan subalgebras
A, B C M are unitarily conjugate if there exists a unitary u € U(M) such that
B = uAu*. This result was later generalized to profinite, free, ergodic, pmp
actions of weakly amenable groups in class S by Chifan and Sinclair in [CS13].
In [PV14a] and [PV14b], Popa and Vaes obtained the same result for arbitrary
free, ergodic, pmp actions of [F,, and of weakly amenable groups in class S,
respectively. Since then many other Cartan rigidity results were obtained in
among others [CP13; CSU13; Toals; HV13; BHR14]. The first uniqueness
theorem for Cartan subalgebras in type III factors was proven by Houdayer and
Vaes in [HV13].

W*-rigidity results are then obtained by combining such Cartan rigidity results
with orbit equivalence (OE) rigidity results, allowing one to obtain information
about an action I' ~ (X, u) from the orbit equivalence relation R(I' ~ X'). The
non-isomorphism result L>(X) x F,, 2 L>*(Y) x F,, mentioned above was for
instance obtained by combining the unique Cartan result from [PV14a] with an
OE rigidity result from Gaboriau in [Gab00] stating that the orbit equivalence
relations R(F,, ~ X) and R(F,, ~ Y) are not isomorphic whenever m # n
and F,, ~ (X, u) and F,,, ~ (Y, v) are free, ergodic and pmp.

As we will explain below, together with Brothier and Vaes, the author was able
to obtain the first W*-rigidity results for von Neumann algebras associated to
general locally compact groups.

1.3 The class S

As illustrated above, class S is an important class of groups for W*-rigidity
phenomena. Class S for countable groups was introduced by Ozawa in [Oza06]
as the class of countable groups I' that are exact and that admit a map
7 : T — Prob(T") satisfying

Jim([n(gkh) —g-n(k)| =0
—00

for all g,h € T'. Here, ||.|| denotes the norm of total variation. Recall that a
group I is called ezact if the operation of taking the reduced crossed product
preserves short exact sequences, or equivalently, if I' admits a topologically
amenable action on a compact space (see [0za00; Ana02; BCL17]). By [0za06,
Theorem 4.1], class S can be characterized as the class of all groups that admit
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a topologically amenable action on a boundary that is small at infinity. (See
Section 2.1.4 below for a definition of topological amenability.) Groups in class
S are also called bi-exact.

Examples of countable groups in class S are amenable groups, nonabelian
free groups F,,, hyperbolic groups (see [Ada94]), lattices in connected simple
Lie groups of real rank one with finite center (see [Ska88, Proof of Théoréme
4.4]), wreath products B! I' with B amenable and I' in class S (see [Oza06])
and Z? x SLy(Z) (see [0za09]). Moreover, class S is closed under measure
equivalence (see [Sak09a]). Examples of groups not belonging to class S are
nonamenable inner amenable groups, nonamenable groups with infinite center
and product groups I' x A with " nonamenable and A infinite.

In Chapter 3, which is mostly based on the author’s publication [Depl9], we
define and study class S for locally compact groups, we prove a characterization
similar to [0za06, Theorem 4.1], we provide examples of groups in this class
and we prove that class S is closed under measure equivalence.

Given a locally compact group G, we denote by Prob(G) the space of all Borel
probability measures on GG. This space can also be viewed as the state space
of Cy(G). We equip Prob(G) with the norm of total variation. The precise
definition of class S for locally compact groups is now as follows.

Definition A. Let G be a locally compact group. We say that G belongs to

class S (or is bi-exact) if G is exact and if there exists a ||.||-continuous map
1 : G — Prob(QG) satisfying
Jm [[n(gkh) —g-n(k)[| =0 (1.3.1)

uniformly on compact sets for g, h € G.

Our first main result is a version of [0za06, Theorem 4.1] for locally compact
groups in class S, i.e. we characterize groups in class S as groups acting amenably
on a boundary that is small at infinity. Given a locally compact group G, we
denote by C}'(G) the algebra of bounded uniformly continuous functions on G,
i.e. the bounded functions f : G — C such that

Agf = flle =0 and  |lpgf = fllo =0

whenever g — e. Here, A and p denote the left and right regular representations
respectively defined by (A, f)(h) = f(g'h) and (p,f)(h) = f(hg) for f € Cy(G)
and g,h € G. We define the compactification h*G of the group G as the
spectrum of the algebra

C(h"G) = {f € CX(G) | pof — f € Co(G) for all g € G}
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and denote by v*G = h*G \ G its boundary. The compactification h*G is
equivariant in the sense that both actions G ~ G by left and right translation
extend to continuous actions G ~ h*G. It is also small at infinity in the sense

that the extension of the action by right translation is trivial on the boundary
v'G.

The characterization of groups in class & now goes as follows.

Theorem B. Let G be a locally compact group. Then, the following are
equivalent

(i) G isin class S,

(i)  the action G ~ VG induced by left translation is topologically
amenable,

(iii) the action G ~ h“G induced by left translation is topologically
amenable,

(iv) the action of G x G on the spectrum of Ci*(GQ)/Co(G) induced by left
and right translation is topologically amenable.

The two novelties in this result are condition (iii) and the method we used to
prove the implication (iv)=-(i).

Examples of locally compact groups in class S include amenable groups and
connected simple Lie groups of real rank one with finite center (see [Ska88,
Proof of Théoréme 4.4]). Easy examples of groups not belonging to class
S include product groups G x H with G nonamenable and H noncompact
(see Proposition 3.4.6), nonamenable groups G with noncompact center (see
Proposition 3.4.7) and nonamenable groups G that are inner amenable at
infinity, i.e. for which there exists a conjugation invariant mean m on G such
that m(E) = 0 for every compact set F C G (see also Proposition 3.4.8).

We provide the following examples of groups in class S. The first class of
examples was obtained in the author’s joint publication with Brothier and Vaes
[BDV18]. In the case of countable groups, this result was proven by [Ada94].

Proposition C. Let G be a locally compact group. If one of the two following
conditions is satisfied, then G belongs to class S.

(i) G admits a continuous action on a (not necessarily locally finite) tree
that is metrically proper in the sense that for every verter x, we have
that d(z, g - ©) — 0o when g tends to infinity in G.
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(i) G admits a continuous, proper action on a hyperbolic graph with
uniformly bounded degree.

Cornulier introduced the appropriate notion of wreath products for locally
compact groups in [Corl7]. See (3.4.9) on page 130 for a definition of this
notion along with the notation used here. Using Theorem B, we prove that
certain of such locally compact wreath products are in class S. This result is a
locally compact version of [0za06, Corollary 4.5].

Theorem D. Let B and H be locally compact groups, X a countable set with
a continuous action H ~ X and A C B be a compact open subgroup. If B is
amenable, all stabilizers Staby (z) for x € X are amenable and H belongs to
class S, then also the wreath product B Zf( H belongs to class S.

A notion of measure equivalence for locally compact groups was introduced by
S. Deprez and Li in [DL14]. We will recall this notion in Section 2.6. We proved
the following result.

Theorem E. The class S is closed under measure equivalence.

For countable groups this result was proven by Sako in [Sak09a]. By [DL15,
Corollary 2.9] and [DL14, Theorem 0.1 (6)] exactness is preserved under this
notion of measure equivalence. To prove that the second condition (i.e. the
existence of a map n : G — Prob(G) as in (1.3.1)) is also preserved under
measure equivalence, we use the characterization of measure equivalence in
terms of isomorphic cross section equivalence relations from [KKR17; KKR18].

As a consequence of this theorem, we have for instance that R? x SLy(R)
and R? x SLy(Z) belong to class S. Indeed, Z? x SLy(Z) is a lattice in both
R? x SLa(R) and R? x SLy(Z). Hence, the latter two are measure equivalent
with Z? x SLy(Z), which belongs to class S by [0za09].

1.4 W-~-rigidity for locally compact groups

In Chapter 4, we prove W*-rigidity results for locally compact groups. Chapter 4
is mainly based on the author’s joint publication [BDV18] with Arnaud Brothier
and Stefaan Vaes. We prove the following uniqueness theorem for Cartan
subalgebras in the group measure space construction of locally compact groups.
In Section 4.3, we actually prove a more general result, also valid for nonsingular
actions (see Theorem 4.3.1) and thus generalizing the results in [HV13] to the
locally compact setting.
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Theorem F. Let G = Gy x--- x Gy, be a direct product of nonamenable, weakly
amenable locally compact groups in class S. If G ~ (X, 1) is an essentially
free, pmp action, then M = L*°(X) x G has a unique Cartan subalgebra up to
unitary conjugacy.

To understand Theorem F, note that if G is nondiscrete, then L>°(X) is not a
Cartan subalgebra of M since there is no faithful, normal conditional expectation
E: M — L*(X). However, M still contains a canonical Cartan subalgebra
given by choosing a cross section for G ~ (X, ) (see Section 2.5.5).

Examples of groups satisfying the conditions of Theorem F are the following.
Every finite center connected simple Lie group G of real rank one with finite
center is weakly amenable by [CH89]. Every locally compact group acting
continuously and properly on a locally finite hyperbolic graph is weakly amenable
by [0za07]. Every locally compact group G that acts metrically properly on a
tree even has CMAP by [Szw91] (and thus is certainly weakly amenable). As
mentioned above, all these groups are also in class S.

From Theorem F, we deduce the following W*-strong rigidity theorem. This
is the first W*-strong rigidity theorem for actions of locally compact groups.
Recall here that a nonsingular action G; X Go ~ (X, u) of a direct product
group is called irreducible if both G; and G act ergodically.

Theorem G. Let G = G1 X Gy and H = H; X Hy be unimodular locally
compact groups without nontrivial compact, normal subgroups. Let G ~ (X, )
and H ~ (Y,n) be essentially free, irreducible, pmp actions. Assume that
G1,Go, Hy, Hy are nonamenable and that Hy, Hy are weakly amenable and in
class S.

If p(L>(X) x G)p = q(L>®(Y') x H)q for nonzero projections p and q, then the
actions are conjugate: there exists a continuous group isomorphism § : G — H
and a pmp isomorphism A : X —'Y such that A(g-z) = 6(g) - A(x) for all
ge G andae x e X.

This result is obtained by first proving a cocycle superrigidity theorem for
arbitrary cocycles of irreducible pmp actions G; x Gy ~ (X, p) taking values
in a locally compact group in class S (see Theorem 4.4.1). This result is very
similar to the cocycle superrigidity theorem of [MS04], where the target group
is assumed to be a closed subgroup of the isometry group of a negatively curved
space. We then deduce that Sako’s orbit equivalence rigidity theorem [Sak09b]
for irreducible pmp actions G x Ga ~ (X, p) of nonamenable groups in class
S stays valid in the locally compact setting (see Theorem 4.4.2). Combining
these results with Theorem F then yields Theorem G.
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We also obtain results on group von Neumann algebras of locally compact
groups. We prove that the group von Neumann algebra of locally compact
groups in class S are solid (see Proposition 4.6.1), generalizing [Oza04] to the
locally compact setting. Using the same techniques as in proving Theorem F,
we obtain the following strong solidity theorem for group von Neumann algebras
of locally compact groups. Following [BHV18], we call a von Neumann algebra
M stably strongly solid if the amplification B(¢2(N)) ® M is strongly solid.

Theorem H. Let G be a locally compact group in class S and assume that
L(G) is diffuse.

1. If G is unimodular and weakly amenable, then for every finite trace projection
p € L(G), we have that pL(GQ)p is strongly solid.

2. If G has the complete metric approximation property (CMAP) and if the
kernel of the modular function Go = {g € G | 6(g) = 1} is an open subgroup
of G, then L(QG) is stably strongly solid.

Note that the von Neumann algebras L(G) appearing in the second part of
Theorem H can be of type III.

We deduce Theorems F and H from very general structural results on the
normalizer Ny (A) = {u € U(M) | uAu* = A} and the stable normalizer
N3 (A) ={z € M | zAz* C A and 2* Az C A} of a von Neumann subalgebra
A C M when M is equipped with an arbitrary coaction ® : M — M ® L(QG)
of a locally compact, weakly amenable group G in class S, see Theorems 4.2.2
and 4.5.1. The main novelty is to show that the approaches of [PV14a] and
[BHV18] remain applicable in this very general and much more abstract setting.

Theorem F is then obtained by applying these general results to the canonical
coaction ® : L(R) — L(R)® L(G) associated with a countable pmp equivalence
relation R and a cocycle w : R — G with values in the locally compact group
G (see Section 4.1.1). Applying the same general results to the comultiplication
A : L(G) — L(G) ® L(G) itself, we obtain Theorem H.

From the solidity result mentioned above, it follows that whenever G is a locally
compact group in class S such that L(G) is also a nonamenable factor, then
L(G) is prime. Combining Theorem B with the unique prime factorization
results of Houdayer and Isono in [HI17] along with the generalization [AHHM18,
Application 4] by Ando, Haagerup, Houdayer, and Marrakchi, the author was
able to obtain the following unique prime factorization result for (tensor products
of) such group von Neumann algebras in [Dep19].

Theorem I. Let G = G1 X -+ X Gy, be a direct product of locally compact
groups in class S whose group von Neumann algebras L(G;) are nonamenable
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factors. If
LGYZN® ... ® N,

for some non-type I factors N;, then n < m. Moreover, all factors N; are
prime if and only if n = m and in that case (after relabeling) L(G;) is stably
isomorphic to N; fori=1,... n.

We prove this theorem by proving that for groups G in class S, the group von
Neumann algebra L(G) belongs to the class C(40) introduced in [HI17].

It is worthwhile to note that for many locally compact groups G, the group
von Neumann algebra L(G) is amenable or even type I. For instance, the group
von Neumann algebra of a connected locally compact group is always amenable
by [Con76, Corollary 6.9] and L(SL,(Q,)) is type I by [Ber74]. However on
page 140, we present an example due to Suzuki of a group whose group von
Neumann algebra L(G) is a nonamenable factor of type Il.. Furthermore,
certain classes of groups acting on trees have nonamenable group von Neumann
algebras by [HR19, Theorem C and D]. Also, [Raul9b, Theorem E and F] would
provide conditions on such groups under which L(G) is a nonamenable factor.
In particular, for every ¢ € Q with 0 < ¢ < 1 [Raul9b, Theorem G] would
provide examples of groups in class S for which the group von Neumann algebra
is a nonamenable factor of type III,. However, due to an error in [Raul9b,
Lemma 5.1] in that paper, there is a gap in the proofs of these results (see also
[Raul9a, p 20]), and it is currently not completely clear whether these results
hold as stated there.






Chapter 2

Preliminaries

In this chapter, we will recall some notions from (geometric) group theory,
operator algebras and dynamical systems that we use throughout the rest of
this thesis. We will also prove some small results that we will need later in this
thesis and for which no reference is available in the literature.

We assume that the reader is familiar with the basic ideas and concepts of
measure theory, Hilbert spaces and Banach spaces. Given a Hilbert space H,
we denote by B(H) the algebra of bounded operators on H. Recall that apart
from the norm topology, B(H) can be equipped with the following three weaker
topologies.

Definition 2.1. Let H be a Hilbert space. On B(H), we define
(a) the weak operator (w.o.) topology as the weakest topology for which
the maps T' +— (T'¢,n) are continuous for all £, € H,

(b) the strong operator (s.o.) topology as the weakest topology for which
the maps T +— ||T¢|| are continuous for all £ € H,

(¢) the strong* operator topology as the weakest topology for which the
maps T — ||T¢|| and T — || T*¢|| are continuous for all £ € H.

2.1 Amenability and locally compact groups

Amenability is an approximation property of groups whose introduction in the
first half of the 20" was motivated by the theory of Lebesgue integration and

13
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in particular the Banach-Tarski paradox. It has since then become a central
notion in geometric group theory and has found many applications in other
areas of mathematics.

We will start this section by discussing the by now classical notion of amenability
for locally compact groups, followed by the similar, but weaker notions of inner
amenability and weak amenability. We end the section by discussing topological
amenability, a notion of amenability of continuous actions of locally compact
groups.

Throughout this thesis, we will typically denote (not necessarily discrete) locally
compact groups by G, H and K, while countable groups are denoted by I" and A.
We will assume all locally compact groups to be second countable, unless stated
otherwise. We denote by Ag the left invariant Haar measure. The modular
function is denoted by dg.

For 1 < p < oo, we denote by A, p: G — B(LP(G)) the left and right regular
representation defined by

Ao f)(h) = F(g7'h),  (pgf)(h) = f(hg)dc(g)"/” (2.1.1)

for f € LP(G), g € G and a.e. h € G. Here, we used the convention that
1/00 = 0. Similarly, we denote by a: G — B(LP(G)) the adjoint representation
defined by

(g f) (k) = (Nopg f)(h) = f(97"hg)dc(9)"/" (2.12)
for f € LP(G), g € G and a.e. h € G.

Denote by Cy(G) the algebra of bounded continuous functions f : G — C.
We say that a function f € Cy(G) is left (resp. right) uniformly continuous
if [Agf = flloo — 0 (resp. |lpgf — fll., — 0) whenever g — e. We say that f
is uniformly continuous if it is both left and right uniformly continuous. We
denote by CI*(G) (resp. Cp“(Q)) the algebra of left (resp. right) uniformly
continuous functions on G and by C}'(G) the algebra of uniformly continuous
functions on G. We denote by Cy(G) the algebra of functions converging to
zero at infinity. Note that all these algebras can be viewed as subalgebras of
L>(G).

The dual space of Cy(G) is the space M(G) of all complex Radon measures on
G. We can equip this space with the weak* topology, or with topology coming
from the norm ||.|| of total variation. The Borel structure from both topologies
agree. We denote by M (G)™ the space of positive Radon measures and Prob(G)
the space of Radon probability measures. For g € G and p € M(G), we denote
by g - 1 the measure defined by (g - u)(E) = pu(g~'E) for all Borel sets E C G.
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2.1.1 Amenability

The definition of amenability we present here is Day’s generalization in [Day57]
of von Neumann’s original definition from [vNeu29]. Recent treatments of
amenability for locally compact groups can be found in [Pat88], [Run02,
Chapter 1] and [BAIHVO08, Appendix G].

A mean on a group G is a linear functional m : L*°(G) — C satisfying m(1) =1
and m(f) > 0 for all f € L°°(G) with f > 0. This means that in the language
of Section 2.3, a mean on G is a state on L>°(G). A linear functional m : E — C
with E = C,(G), CH(Q), C7(G), C#(G), Co(G) satisfying the same properties
will be called a mean on E. On a countable group I' every mean defines a
finitely additive probability measure on GG and vice versa.

Definition 2.1.1. Let G be a locally compact group. We say that G is
amenable if it admits a left invariant mean, i.e. a mean m : L*(G) — C
satisfying m(A\y f) = f for every f € L>(G).

Of course an amenable group also admits a right invariant mean. One can even
prove that every amenable group admits a mean that is both left and right
invariant (see [Run02, Theorem 1.1.11}).

Obviously, every compact group is amenable, where the mean is given by
integrating with respect to the (finite) Haar measure. Slightly less trivial
examples are abelian groups (see [BAIHV08, Theorem G.2.1]), which is typically
proved using the Markov-Kakutani fixed point theorem [Mar36; Kak38]. From
the permanence properties below, it then also follows that all solvable groups
are amenable. Examples of a nonamenable groups are F,, for n > 2 [vNeu29],
i.e. the nonabelian free groups on n > 2 generators.

Recall that a continuous function ¢ : G — C is called positive definite if for all
g1, .-, 9n € G the matrix (go(gi_lgj)) is positive semidefinite, i.e. for
all z1,...,2, € C, we have

ij=1,...n

n
> Zizie(e; ') = 0.
ij=1

Amenability has a lot of equivalent characterizations. In the theorem below
we mention a few. Proofs can be found in [Run02, Theorem 1.1.9 and
Exercise 1.1.6] and [BAIHV08, Theorem G.3.1, Theorem G.3.2, Theorem G.5.1
and Theorem F.1.4]. In the formulation below, we denote by S(G) the space

S(G)={f € LG | lIfll, =1}
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Theorem 2.1.2. Let G be a locally compact group. Then, the following are
equivalent.

(i)
(i)

(iii)

(iv)

(v)

(vi)

(vii)

G is amenable, i.e. there exists a left invariant mean on L>°(G).

[Nam66] There exists a left invariant mean on one (and hence all) of

Cy(@), CH@Q), CH(G) and CJ(G).

(Eplner’s condition, [Fol55]) There exists a sequence (Ey,), of Borel
subsets of G with strictly positive finite Haar measure such that

lim —————% = 0
n Ac(En)

uniformly on compact sets for g € G.

(Reiter’s condition, [Rei65]) There exists a sequence (fp)n in S(GQ)
such that

HTILD ||fn - )‘gfn||1 =0
uniformly on compact sets for g € G.

[Die60; Rei64] There exists a sequence (£,)y in L*(G) with ||&, |y = 1
for all n € N and such that

lim €, — Agénll, = 0
uniformly on compact sets for g € G.
There exists a sequence (fhn)n in Prob(G) such that
lim [|pzn = g - pin]| = 0
uniformly on compact sets for g € G.

[Rei64] There exists a sequence (pn)n of compactly supported positive
definite functions on G such that ¢, — 1 pointwise.

The following three permanence properties for amenability were already proven
in von Neumann’s original paper [vNeu29] in the case of countable groups. The
locally compact case is due to Greenleaf in [Gre69, Theorems 2.3.1-2.3.4]. A
more recent self-contained proof can be found in [BAIHV08, Proposition G.2.2],

Theorem 2.1.3. Let G be a locally compact group.

(a) If G is amenable, then so are all its closed subgroups.



AMENABILITY AND LOCALLY COMPACT GROUPS 17

(b) If N <G is a closed normal subgroup, then G is amenable if and only
if both N and G/N are amenable.

(¢c) If (Gn)n is an increasing sequence of amenable closed subgroups in G
and |, ey Gn is dense in G, then G is amenable.

It follows for instance that every group containing Fs as a closed subgroup is
not amenable. The converse, known as von Neumann’s problem, remained open
for a long time, but in [Ols80] Ol’shanskii constructed a nonamenable group all
with the property that all of its proper subgroups are cyclic and thus certainly
does not contain o as a closed subgroup.

The class £G of elementary amenable groups is the smallest class of groups
that contains all finite and all amenable groups and that is closed under taking
subgroups, quotients, extensions by groups in £G and unions of increasing
sequences in £G. By the previous theorem, clearly all groups in £G are indeed
amenable. The converse was open remained open until Grigorchuk constructed
an amenable group that is not elementary amenable in [Gri85].

2.1.2 Weak amenability and CMAP

Weak amenability is a weaker notion of amenability introduced by Cowling and
Haagerup in [CH89]. The Fourier algebra A(G) is the space of coefficients of the
left regular representation, i.e. the space of maps ug,, : G = C: g— (Ag)&, 1)
for ¢,n € L?(G). One can prove that this space is closed under pointwise
addition and multiplication, so that A(G) is indeed an algebra. The algebra
A(QG) is equipped with the norm given by

ull, = inf
[[ull 4 P 1€l 1171l
U=ug,n

This norm turns A(G) into a Banach algebra (see [Eym64, Chapitre 2 and 3)).

A function ¢ : G — C for which the pointwise product gu € A(G) for every
u € A(G) is called a Fourier multiplier. Note that every Fourier multiplier is
necessarily continuous. Clearly, every u € A(G) is a Fourier multiplier.

We are mainly interested in the subclass of so-called completely bounded
multipliers, which can be defined as follows. The motivation for the terminology
completely bounded comes from Theorem 2.4.33 below.

Definition 2.1.4. A Fourier multiplier ¢ : G — C is said to be completely
bounded if there exist bounded, continuous maps &, : G — H to a Hilbert



18 PRELIMINARIES

space H such that

o(h~'g) = (£(9),n(h)) (2.1.3)

for all g,h € G. Denoting [[§[|,, = supye [I€(g)]|, we define by [|¢| ., as the
infimum of all values ||| ||7]|., for all bounded, continuous map &,n: G — H
for which (2.1.3) holds.

Every u € A(G) is a completely bounded Fourier multiplier and ||u ., < [ju] 4
by [dCHS85, Corollary 1.8]. Moreover, by the same result, every coefficient
of a unitary representation of G is a completely bounded Fourier multiplier.
In particular, by the GNS-representation of positive definite functions (see
[BAIHV08, Theorem C.4.10]), all positive definite functions are also completely
bounded Fourier multipliers.

Weak amenability is now defined as follows.

Definition 2.1.5. A locally compact group G is said to be weakly amenable
if there exists a sequence (p, ), of compactly supported, completely bounded
Fourier multipliers such that L = sup,, [|¢n|l., < +oc and ¢, — 1 uniformly
on compact sets. The Cowling-Haagerup constant Ag of G is the infimum of L
over all such sequences.

The group G has the complete metric approzimation property (CMAP) if G is
weakly amenable with Cowling-Haagerup constant Ag < 1.

Note that if G is weakly amenable, then we can take a sequence (p,), of
compactly supported, completely bounded Fourier multipliers such that

Ag = limsup |[¢n |, -
n

Cowling and Haagerup originally used the following definition. See [CHS89,
Proposition 1.1] for a proof that these two definitions are indeed equivalent.

Proposition 2.1.6. A locally compact group G is weakly amenable if and only
if there exists a sequence (uy)n in A(G) such that L = sup,, ||u,|| ., < +00 and
such that u, — 1 uniformly on compact sets. Moreover, the elements u,, can be
assumed to be compactly supported. The Cowling-Haagerup constant Ag is the
infimum of L over all such sequences.

Using the characterization of amenability in terms of positive definite functions,
it is clear that amenable groups have CMAP. Another class of groups with
CMAP is the following. This result was proven by Szwarc in [Szw91].
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Proposition 2.1.7. Let G be a locally compact group admitting a continuous
action on a (not necessarily locally finite) tree that is metrically proper in the
sense that for every vertex x, we have that d(x,g - x) — oo when g tends to
infinity in G. Then, G has CMAP.

The following result was proven by Cowling and Haagerup in [CH89] for groups
with finite center. The non-finite center case later was proven by Hansen in
[Han90].

Theorem 2.1.8. Any real rank one, connected simple Lie group is weakly
amenable.

Recall that the real rank of a (semisimple) matrix Lie group is the maximal
dimension of an abelian subgroup which can be diagonalized over R (see for
instance [Zim84, p 1]). For instance, SL(n,R) has real rank n — 1 for n > 2.
Other examples are the following.

Example 2.1.9. Fix n,m € N. Denote by I, € M,(C) the identity matrix.

Define
(=1, O _ o I,
fnm = ( 0 Im> n = (In 0)
and
-I, 0 0 0
o I, 0 0
Ko = 0 0o -1, O

0 0 0 Iy
The following groups are examples of simple Lie groups
SO(n,m) = {A € SLym(R) | ATI, ,A=1,,},
SU(n,m) = {A € SLus(C) | A'LpgA = I},
Sp(n,m) = {A € GLan42m(C) | AT JyimA = Jpim and A*K, (A=K, .} .

The real rank of the three groups Sp(n, m), SO(n,m) and SU(n, m) is min{m, n}
(see for instance [OV94, Table 4]). Hence, by the previous theorem, the groups
SO(1,n), SU(1,n) and Sp(1,n) are weakly amenable for each n € N. Moreover,
Cowling and Haagerup calculated that Ag = 1 for G = SO(1,n) or G = SU(1,n)
and that Ag = 2n — 1 for G = Sp(1,n).

Noncompact, connected, simple Lie groups of real rank at least 2 are not weakly
amenable by [Haal6; Dor93; Dor96].
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We end this section by mentioning the following permanence properties for weak
amenability. Proofs can be found in [CH89, Proposition 1.3, Corollary 1.5],
[Jol15, Theorem 1.5] and [DL14, Example 0.4].

Proposition 2.1.10. Let G and H be locally compact groups.

(a) If G is weakly amenable, then so are all closed subgroups K. In that
case A < Ag.

(b) If (Gpn)n is an increasing sequence of weakly amenable open subgroups
in G such that G = J,, Gn, then G is weakly amenable and Ag =
sup,, Ag,, -

(¢) The direct product G x H is weakly amenable if and only if both G and
H are. In that case Agxg = AgAg.

(d) If K C G is a compact normal subgroup, then G is weakly amenable if
and only if G/K is. In that case A¢ = Ag /K-

(e) If H is measure equivalent to G (see Section 2.6), then G is weakly
amenable if and only if H is.

Contrary to the case of amenable groups, it is not true that quotients of weakly
amenable groups are weakly amenable. Indeed, every finitely generated group
is a quotient of a nonabelian free group, and nonabelian free groups are weakly
amenable by [Haa78]. But, for instance, Z? x SLy(Z) is not weakly amenable
by [Haal6, Remark on pl0].

2.1.3 Inner amenability

Inner amenability is another weaker notion of amenability, first introduced by
Effros in [Eff75] for countable groups and by A. L. Paterson in [Pat88] for locally
compact groups. Results in this section are mostly taken from [BAIH86] and
[Pat88].

Unfortunately, the terminology used in the literature for the theory of inner
amenability for general locally compact groups is not compatible with the
terminology used for countable, discrete groups. Since we will be mostly
working with nondiscrete groups in this thesis, we will stick to the terminology
for locally compact groups.

Definition 2.1.11. Let G be a locally compact group. We say that
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(a) G is inner amenable if it admits a conjugation invariant mean, i.e. a
mean m : L>°(G) — C satisfying m(ay, f) = m(f), where « is defined
as in (2.1.2).

(b) G is inner amenable at infinity if it admits a conjugation invariant
mean m : L>®(G) — C satisfying m(f) = 0 for all compact subsets

fe C()(G)

Since amenable groups admit a mean that is both left and right invariant, it
follows that all noncompact amenable groups are inner amenable at infinity
(and hence inner amenable). Note that with this terminology, all countable,
discrete groups are inner amenable, since the mean concentrated on the unit is
conjugation invariant. For this reason, inner amenability for countable, discrete
groups is typically defined as what we define as inner amenability at infinity
or as the existence of a conjugation invariant mean m satisfying m(d.) = 0.
The latter two definitions coincide for countable, discrete groups with infinite
conjugacy classes (icc).

Apart from amenable groups, easy examples of groups that are inner amenable
(resp. inner amenable at infinity) are groups with open center (resp. noncompact
open center). More generally, all [IN] groups are inner amenable. Recall
that a group is called [IN] if it admits a compact conjugation invariant
neighborhood. Examples of groups that are not inner amenable are nonamenable
connected groups (see [LR87, Theorem 1]). An example of a group that is inner
amenable, but not inner amenable at infinity is Fy (this follows from [MvN43,
Lemma 6.2.2]).

The following characterizations are due to Losert and Rindler in [LR&7,
Proposition 1].

Proposition 2.1.12. Let G be a locally compact group. Then, the following
are equivalent
(i) G is inner amenable.

(ii)  There exists a sequence (fn)n in S(G) such that
liTan ”fn - aganl =0

uniformly on compact sets for g € G.

(iii) There exists a sequence (£n)n in L2(G) with ||€,]| =1 for alln € N
and such that
i 6 — g6l =0

uniformly on compact sets for g € G.
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Proposition 2.1.13. Let G be a locally compact group. Then, the following
are equivalent

(i) G is inner amenable at infinity.

(it)  There exists a sequence (fn)n in S(G) such that || folk||; — 0 for all
compact K C G and

tim |, — g full, = 0
uniformly on compact sets for g € G.

(iii) There exists a sequence (&), in L*(G) with ||&,]l, =1 for alln € N
such that || folkl|ls = 0 for all compact K C G and

hTan ||£n - O‘ggnng =0

uniformly on compact sets for g € G.

2.1.4 Topological amenability

Topological amenability is a notion of amenability for continuous actions that
was introduced by Anantharaman-Delaroche in [Ana87]. It was inspired by
a similar notion in a measurable context by Zimmer in [Zim78]. This notion
was later generalized to groupoids by Anantharaman-Delaroche and Renault
in [AROO]. The specialization to locally compact groups presented here can be
found in [Ana02].

In this section and in the rest of the thesis, we will denote topological spaces by
X or Y. We assume all topological spaces to be Hausdorff and locally compact.
All actions G ~ X are assumed to be continuous (unless stated otherwise).

Definition 2.1.14. Let G be a locally compact group, X a locally compact
space and G ~ X a continuous action. We say that G ~ X is (topologically)
amenable if there exists a net of weakly* continuous maps u; : X — Prob(G)
satisfying

lim|lg - pi(z) — pi(g)|| = 0 (2.1.4)

uniformly on compact sets for z € X and g € G.

It is clear that all actions of amenable groups are topologically amenable.
Conversely, if G ~ X is topologically amenable, then all stabilizers are amenable.
In particular, if G ~ X has a fixed point, then G is amenable.

Anantharaman-Delaroche proved the following in [Ana02, Proposition 2.2].
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Proposition 2.1.15. Let G be a locally compact group, X a locally compact
space and G ~ X a continuous action. Then, the following are equivalent.

(i) G~ X is amenable.

(ii)  There exists a net (f;); in Co(X x G)T satisfying

lim/ filxz,s)ds =1
i Ja

uniformly on compact sets for x € X and

lilr_n/G |fi(z,97"s) — fi(gz,s)|ds =0 (2.1.5)

uniformly on compact sets for x € X and g € G.
Remark 2.1.16. Obviously, when X is o-compact, we can replace nets by
sequences in the above definition and proposition.

Remark 2.1.17. One can check that if X is a compact space, then we can take
a sequence (fy)n in Co(X x G)7 satisfying [, fn(z,s)ds =1 for every z € X
and every n € N and such that (2.1.5) holds.

The following result shows that if X is a o-compact space, then one can assume
that the convergence in (2.1.4) is uniform on the whole space X, instead of only
uniform on compact sets of X. This result was proven by the author in [Dep19].

Proposition 2.1.18. Let G be a locally compact group, X a o-compact space
and G ~ X a continuous action. The action G ~ X is amenable if and only if
there exists a sequence of weakly* continuous maps p, : X — Prob(G) satisfying

lim |lg - pin () = pn (g2)]| = 0
n—oo
uniformly on x € X and uniformly on compact sets for g € G.
Proof. Suppose that G ~ X is amenable. Since G is o-compact, it suffices to

construct for every compact set K C G and every £ > 0 a weakly* continuous
map p: X — Prob(G) satisfying

lg - m(x) — plgz)l < e (2.1.6)
for all g € K and all x € X.

So, fix a compact set K C G and an € > 0. Without loss of generality, we
can assume that K is symmetric. Take an increasing sequence (L, ),>1 of
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compact subsets in X such that X =J,, L,. Since X is locally compact, after
inductively enlarging L,,, we can assume that L, C int(L,+1) and gL, C Ly41
for every g € K. Using the amenability of G ~ X, we can take a sequence of
weakly* continuous maps v, : X — Prob(G) satisfying

g - vn(z) —vu(gz)|| <277

forall g € K, z € L, and n € N\ {0}. Set L, = 0 for n < 0. Fix n > 1 such
that 18/n < ¢ and take continuous functions fr : X — [0, 1] such that fk( )=1
whenever z € Ly, \ Ly_, and fi(z) =0 whenever € Ly_,,_1 or & € X \ Lg41.

For every x € X, we denote |z| = max{k € N|x ¢ L}. Set

%) lz|+n
@) =" fr@)vn(@) = fla) (@)Va) (@) + flofener (@ Vapanar @)+ Y vk(2).
k=0 k=|z|+1

for © € X and define px : X — Prob(G) : = — j(x)/||a(x)]. Clearly, u is
weakly* continuous. To prove that p satisfies (2.1.6), fix x € X and g € K. Since
gLy C Lit1 and g7 Ly, C Ly for every k € N, we have || —1 < |gz| < |z|+1
and hence

lz[+n
lg - fi(x) — <8+ > g wel@) — vi(ga)l <9,
k=|z|+1
where we used that g € K and © € Ly, for k = |z| + 1,...,|z| + n. Hence,
2 18
lg - (@) = plgo)| < lg - i(z) — f(gz)| < — <e
[lA()]] n
as was required. O

Given a locally compact space X, we denote by M (X) the space of all complex
Radon measures on X. We equip M (X) with the weak* topology induced
by identifying M (X) with the dual space of the algebra Cy(X) of continuous
functions f : X — C converging to zero at infinity. We denote by M (X)" and
Prob(X) the subspaces of all positive Radon measures and all Radon probability
measures respectively.

The following result can for instance be found in [BOO08, Exercise 15.2.1] in
the case of discrete groups. For completeness, we include a proof for locally
compact groups here.

Lemma 2.1.19. Let G be a locally compact group, X a locally compact space
and G ~ X a continuous action. Then, G ~ X is amenable if and only if the
induced action G ~ Prob(X) is amenable, where Prob(X) is equipped with the
weak* topology.
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Proof. Since the map X — Prob(X) : z — 0, is weakly™® continuous and
G-equivariant, amenability of G ~ Prob(X) implies amenability of G ~ X.

Conversely, suppose that G ~ X is amenable. Let 7; : X — Prob(G) be a net
of maps as in the definition. Then,

7; : Prob(X) — Prob(G) : p+— /X n; () dp(z)
is weakly* continuous and satisfies
a0 =97 < [ o) = g-m(a)] duta)
< sup [Inigz) = g - mi(@)| = 0

uniformly for p € Prob(X) and uniformly on compact sets for g € G. O

2.2 Hyperbolic metric spaces groups

Hyperbolicity is a robust ‘large scale’ negative curvature condition for metric
spaces introduced by Gromov in [Gro87]. The most general definition of
hyperbolic metric spaces is the following.

Definition 2.2.1. A metric space (X, d) is (Gromov) hyperbolic if there exists
a ¢ > 0 such that

<y7 Z>gc > Inin{<va>x s <va>x} -9

for all z,y,z,w € G, where (.,.) denotes the Gromov product defined by
1
(0,2), = 5 (dly,2) + d(a, 2) — d(y, 2)).

Given a metric space (X, d), we call an isometry v : [0,L] — X a geodesic
from z = v(0) to y = v(L). We call a metric space (X, d) geodesic if any two
points can be connected by such a geodesic. A geodesic triangle in (X,d) is
a triple (y1,72,73) with ~; : [0, L;] — X geodesics and x = v3(L3) = v1(0),
y=71(L1) = 12(0), z=7v2(L2) =73(0). We call z, y and z the vertices of the
geodesic triangle.

For geodesic metric spaces, Gromov proved the following characterizations of
hyperbolicity in terms of geodesic triangles in [Gro87]. Proofs can also be found
in [BH99, Proposition 111.H.1.17 and Proposition IT1.H.1.22].



26 PRELIMINARIES

T N Y

Figure 2.1: A geodesic triangle in a “negatively curved” space

Theorem 2.2.2. Let (X,d) be a geodesic metric space. Then, the following
are equivalent.

(i) (X,d) is Gromov hyperbolic.

(it)  There exists a § > 0 such that every geodesic triangle in (X,d) is
§-slim, in the sense that for any geodesic triangle we have that each
side is contained in a d-neighborhood of the union of the other two.

(iii) There exists a § > 0 such that every geodesic triangle in (X,d) is
O-thin, in the sense that for every geodesic triangle with vertices x, vy, z
and all points p,q on the triangle with d(x,p) = d(z,q) < (y, z),, we
have d(p,q) < 4.

V3 02 3 -
T -0 Y1 5. Y T - y
(a) A §-slim triangle (b) A 4-thin triangle

Figure 2.2: Slim and thin geodesic triangles

Hyperbolicity for geodesic metric spaces is a quasi-isometry invariant (see for
instance [BH99, Theorem II1.H.1.9]).

Recall that the Cayley graph of a compactly generated locally compact group G
with compact, symmetric generating set K C G is an undirected graph G with
vertices V = G and with an edge between g and h if h~'g € K. The graph
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distance defines a metric d on G satisfying

d(g,h) = 0 if g=h,
PV T \min{neN|hlge K"} ifg#£h,

for all g,h € G. If K’ is another compact, symmetric generating set for G,
then the Cayley graph G’ with respect to K’ is quasi-isometric to G, where the
quasi-isometry is given by the identity map on the vertices. One should note
that when G is nondiscrete, this Cayley graph is not locally finite and often the
action of G on its Cayley graph is not continuous.

Definition 2.2.3. A compactly generated locally compact group is called
hyperbolic if one (and hence all) of its Cayley graphs is Gromov hyperbolic.

By [CCMT15, Corollary 2.6], a locally compact group G is hyperbolic if and
only if G admits a proper, continuous, cocompact, isometric action on a proper
geodesic hyperbolic metric space.

Ozawa proved the following in [Oza07].

Proposition 2.2.4. Let G be a locally compact group admitting a continuous,
proper action on a hyperbolic graph with uniformly bounded degree. Then, G is
weakly amenable.

Together with Theorem 2.1.8 along with some structural results on hyperbolic
locally compact groups, we have the following.

Corollary 2.2.5. All locally compact hyperbolic groups are weakly amenable.

Proof. By [CCMT15, Corollary 2.6], G admits a proper, continuous, cocompact,
isometric action on a proper geodesic hyperbolic metric space. By [MMS04,
Theorem 21 and Proposition 8], G satisfies at least one of the following three
structural properties: G is amenable, or G admits a proper action on a hyperbolic
graph with uniformly bounded degree, or G admits closed subgroups K < Gy <
G such that Gy is of finite index and open in G, K is a compact normal
subgroup of Gy and Go/K is a real rank one, connected, simple Lie group.
Since Go/K is weakly amenable by Theorem 2.1.8, the results follow from
Proposition 2.1.10. O

2.3 C*-algebras

In this section we recall some basic notions about C*-algebras. More details on
the basic theory of C*-algebras can for instance be found in [Dav96; Con85].
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Recall that a Banach algebra is a complex normed algebra A which is complete
as a metric space and such that the norm satisfies

eyl < llz [yl -

A C*-algebra is a Banach algebra A with a conjugate linear involution * : A — A,
called the adjoint, that satisfies (*)* = x, (A\z+puy)* = A\e* +ay*, (zy)* = y*z*
and ||zz*|| = ||z|]? for all z,y € A and A, u € C. A C*-algebra A is called unital
if it contains a neutral element 1 for multiplication.

A x-morphism between two *-algebras A and B is an algebra morphism ® :
A — B satistying ®(2*) = ®(x)* for all x € A. A bijective *-morphism is called
a *-isomorphism. Two C*-algebras are said to be isomorphic if there exists a
*-isomorphism ® : A — B. Injective #-morphisms ® : A — B between two
C*-algebras preserves the norm.

A s-morphism 7 : A — B(H) is called a representation of A. We say that  is
faithful if it is injective. We say that m is nondegenerate if the linear span of
m(z)€ for x € A and € € H is dense in H.

For any Hilbert space H, the algebra B(#) is a C*-algebra, where the *-operation
ona T € B(H) is given by taking the adjoint operator. Moreover, all ||.||-closed
x-subalgebras of B(H) are C*-algebras. By a theorem of Gelfand and Naimark,
every C*-algebra is of this form.

Given a locally compact space X, we denote by Cy(X) the algebra of continuous
functions f : X — C converging to zero at infinity. The algebra Cp(X) is a
C*-algebra for pointwise addition and multiplication, and with involution given
by taking the complex conjugate pointwise. The norm is defined as

[flloe = sup [f(z)].
rzeX

By Gelfand’s theorem, every commutative C*-algebra A is isomorphic to Cp(X)
for some locally compact space X. The space X is uniquely defined by A up to
homeomorphism and is called the spectrum of the algebra A. This spectrum
is compact if and only if A is unital. Moreover, the category of commutative
unital C*-algebras with *-morphism can be viewed as dual to the category of
compact topological spaces with continuous functions, in the sense that every
s-morphism C(X) — C(Y) between commutative, unital C*-algebras induces a
continuous map ¥ — X and vice versa.

Another important example is the following.

Example 2.3.1. Let A be a C*-algebra and X a locally compact space. The
algebra Cy(X; A) of ||.||-continuous, A-valued functions f : X — A satisfying
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lim, o0 || f(2)]| = 0 is a C*-algebra for pointwise addition, multiplication and
involution. The norm is given by

[flloe = sup [Lf(z)]
reX
for all f € Co(X;A).

The spectrum of an element x in a C*-algebra A is defined as
o(x) ={X € C| (Al — ) is not invertible in A}.

It is always a nonempty compact subset of C. We call a self-adjoint element x
positive and write > 0 if o(z) C [0, 00]. One can prove that x € A is positive if
and only if there exists a y € A such that x = y*y. The set of positive elements
of A is denoted by A*. We write x > y if x —y > 0.

Many interesting examples of C*-algebras do not contain a unit (see for instance
Sections 2.3.2 and 2.3.3). However, every C*-algebra A contains an approzimate
identity, i.e. a net (z;); of positive elements in A with ||z;|| < 1 and such that
|lziy — y|| — 0 for all y € A (see for instance [Bla06, Proposition I1.4.1.3]).

A linear map ® : A — B between two C*-algebras A and B is called positive
if it maps positive elements of A to positive elements of B. Every positive
linear map @ is bounded and satisfies ®(z*) = ®(z)*. Moreover, if A and B are
unital, then ® is positive if and only if ||®(1)|| = ||| (see for instance [Bla06,
p- I1.6.9.4]). A positive linear functional w: A — C with w(1) =1 is called a
state. A positive linear functional is said to be faithful if w(z*x) = 0 implies
z=0.

A linear map ® : A — B is called completely positive (c.p.) if the induced maps
&™) : M,(A) — M, (B) defined by (™ (A))l,j = &™) (4, ;) are positive for
all n € N\ {0}. If A and B are unital and <I>(1) =1, we say that ® is unital
and completely positive (u.c.p.). Every positive linear map ® : A — B where
either A or B is commutative is automatically completely positive (see [Sti55,
Theorem 4] for when B is commutative and [Pau03, Theorem 3.9] for when A
is commutative). In particular, every positive linear functional is completely
positive [Sti55, Theorem 3].

A linear map ® : A — B is called completely bounded (c.b.) if

19|, = sup|| @™ || < oo.

Note that since H<I>(") || = [|®(1)]] when ® is completely positive, all completely
positive maps are completely bounded. A completely bounded map & with
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| @], < 1is called a complete contraction (c.c.). If ® is also positive, we call
® contractive and completely positive (c.c.p.) A good reference for completely
positive and completely bounded maps is [Pau03].

We also mention the following theorem due to Stinespring for completely positive
maps (see [Sti55, Theorem 1]) and Paulsen for completely bounded maps (see
[Pau84, Theorem 2.7]).

Theorem 2.3.2 (Stinespring Dilation Theorem). Let A be a C*-algebra and
®: A — B(H) a completely bounded map. Then, there exists a Hilbert space
K, a x-morphism m : A — B(K) and bounded operators V,.W : H — K with
1@y, = IVIHIWI| such that

O(z) = Whn(x)V
for all z € A.

2.3.1 Unitization

Every nonunital C*-algebra A can be extended in a number of ways to a
unital C*-algebra B that contains A as an essential ideal, meaning that if a
y € B satisfies xy = 0 for all z € A, then y = 0. These extensions are called
unitizations of the C*-algebra A.

Let A be a nonunital C*-algebra. The easiest way to extend A to a unital
C*-algebra is to consider the algebra AT = A @ C with the addition and the
multiplication and involution given by

(z, \)(y, 1) = (xy, px + Ay + Ap) and (z, \)* = (2%, ))
for 2,y € A and A\, u € C. The *-algebra Af is a C*-algebra with respect to the
following norm
I(@, M) = sup [lzy + Ay

yeA

lyll<1
for z € A and \ € C (see [Con85, Proposition VII.1.9]). Clearly, AT contains A
as a closed ideal and AT/A = C and this ideal is essential. Hence, AT is indeed

a unitization of A. It is the smallest unitization of A in the following sense. A
proof of this result can be found in [Con85, Proposition VII.1.9].

Proposition 2.3.3. Let A be a nonunital C*-algebra. If B is a unital C*-
algebra A, then the natural embedding i : A — B extends uniquely to a unital
embedding i : AT < B given by

i(a,\) = i(a) + A\p
forae A and X € C.
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When A is faithfully represented on a Hilbert space H, then

14Jr = {.T + )\lﬂ}xeA7)\e(C.

Another unitization of a nonunital C*-algebra A is the so-called multiplier
algebra M(A). Consider the A-valued inner product (-,-) on A defined by

(z,y) ="y

for z,y € A. Note that ||z]|* = (z,z) for all € A. This inner product turns A
into a Hilbert C*-module (see [Lan95] for more details). An operator T: A — A
is called adjointable if there exists an operator S : A — A such that

(Tz,y) = (x, Sy)

for all z,y € A. The operator S is unique and is called the adjoint T* of T.
Note that any adjointable operator automatically commutes with the action
of right multiplication on A, i.e. (Tz)y = T(xy) for any =,y € A and any
adjointable operator T': A — A. Moreover, the set of adjointable operators
M(A) is closed under addition, composition and taking the adjoint. Equipping
M (A) with the operator norm, one even proves that it is a C*-algebra.

Definition 2.3.4. Let A be a nonunital C*-algebra. The C*-algebra M (A) is
adjointable operators T : A — A is called the multiplier algebra of A.

Again, M(A) contains A as a closed essential ideal. Indeed, for every z € A,
the operator L, : A — A defined by L,y = zy is adjointable (with adjoint L~ ).
The multiplier algebra M (A) is the largest unitization in the following sense.

Proposition 2.3.5. Let A be a nonunital C*-algebra and B a unitization of A.
Then, the natural embedding A — M (A) extends uniquely to a unital embedding
B — M(A).

Example 2.3.6. Let X be a locally compact space. Denote by Cy(X) the
algebra of bounded continuous functions f : X — C. Denote A = Cy(X).
For every f € Cy(X), the operator Ly : A — A defined by L;(h) = fh is an
adjointable operator. Looking at the images of an approximate unit under an
adjointable operator T': A — A, one even proves that any such operator is of
that form and hence M (Co(X)) = Cy(X).

When A is faithfully and nondegenerately represented on a Hilbert space H,
then one can prove that

M(A)={T e B(H)|2T € Aand Tx € Aforall z € A}. (2.3.1)
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Since the algebra K(#H) of compact operators on H is an ideal in B(#), this
implies that the multiplier algebra of K(H) is B(H)

Apart from the norm topology, one also considers the following topology on
M(A).

Definition 2.3.7. Let A be a C*-algebra. The strict topology on M (A) is the
weakest topology for which the maps T — ||Tz| and T — ||T*z|| for z € A are
continuous.

Using an approximate unit, one checks that A is strictly dense in M(A).
Moreover, one can even prove that the unit ball of A is strictly dense in
the unit ball of M(A) (see [Lan95, Proposition 1.4]).

Example 2.3.8. In the same way as Example 2.3.6, one proves that the
multiplier algebra of Cy(X; A) from Example 2.3.1 is the algebra C5'* (X; M(A))
of bounded, strictly continuous, M (A)-valued functions f : X — M(A). See
[APT73, Corollary 3.4] for more details.

Unitizations of commutative C*-algebras

By Gelfrand’s theorem, every nonunital commutative C*-algebra A is isomorphic
to Co(X), where X a locally compact, noncompact space, called the spectrum
of A. The unitizations of the algebra A correspond to the compactifications of
the spectrum of A. A compactification is a topological space X is defined as
follows.

Definition 2.3.9. Let X be a locally compact space. We call a compact space
Y a compactification of X if Y contains X as a dense open subset.

The correspondence between unitizations of A = Cy(X) and compactifications
of X now goes as follows. Let B be a unitization of A. The spectrum of
B is a compact space Y. Since A is an ideal of B, the space Y contains X
as an open subset. Moreover, since A is an essential ideal, the subset X is
dense in Y. Hence, Y is indeed a compactification of Y. Conversely, if Y is
a compactification of X, then it is easy to see that A = Cy(X) is an essential
ideal in C(Y).

The easiest example of a compactification, is the so-called one-point compactifica-
tion X1 of X, consisting of the space X together with a single point 2, (see for
instance [Mun00, Theorem 29.1]). From the universal property Proposition 2.3.3,
it follows immediately that C(XT) = Co(X)T.
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Recall that M(A) = Cp(X). The spectrum of this algebra is denoted by X and
is called the Stone-Cech compactification. It is characterized by the following
universal property. A proof can for instance be found in [Mun00, Lemma 38.1].

Theorem 2.3.10. Let X be a locally compact space. Then, the Stone-Cech
compactification SX along with the inclusion i : X — BX satisfies the following
universal property: for every compact space K and any continuous map f: X —
K, there exists a unique continuous map Bf : X — K making the following
diagram commute.

X 5 BX

3!

K

Note that by Proposition 2.3.5, the unitizations of A = Cy(X) are the unital
C*-algebras B such that Co(X) C B C Cp(X). Hence, by the previous, the
compactifications X correspond to the spectra of these algebras.

Suppose that G is a locally compact group with a continuous action G ~ X.
This action induces an action G ~* A = Cy(X) by *-automorphisms defined
by

(agf)(z) = flg~"x)

for f € A and = € X. Moreover, this action is point-norm continuous in the
sense that

limy g () = (), =0

for every f € A. Such a triple (A, G, ) is called a C*-dynamical system. By
Gelfand duality, every C*-dynamical system (4, G, «) with a continuous C*-
algebra A, gives rise to a continuous action G ~ X on the spectrum X of

A.

In general, a continuous action G ~ X does not extend to a continuous action
on a compactification G ~ Y. However, on some compactifications it does.

Definition 2.3.11. Let G be a locally compact group, X a locally compact
space and G ~ X a continuous action. A compactification Y of X is called
equivariant for the action G ~ X if this action extends to a continuous action
GRY.

Clearly, the one point compactification X1 is equivariant for any action. The
largest equivariant compactification of X is the spectrum %X of the algebra

CY(X)={feCo(X) | llogf - fl, = 0ifg—e}.
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It is easy to see that S¢X is indeed G-equivariant and that the inclusion
i: X — BYX given by Gelfand duality is G-equivariant. Moreover, it satisfies
the following universal property.

Theorem 2.3.12. Let G be a locally compact group, X a locally compact space
and G ~ X a continuous action. The space B X, together with the natural
G-equivariant inclusion i : X — X, satisfies the following universal property:
for every compact space K with continuous action G ~ K and any continuous,
G-equivariant map f: X — K, there exists a unique continuous, G-equivariant
map BEf : BCX — K making the following diagram commute

X ' BGX

G
\‘VEI!Bf

K

We call the space 3% X the equivariant Stone-Cech compactification for G ~ X.

There is a one-to-one correspondence between the equivariant compactifications
Y of X and the C*-dynamical systems (B, G, ), where A C B C CF(X) and
the inclusions are G-equivariant. Indeed, every equivariant compactification
corresponds to an algebra B with A C B C Cp(X), and since (B, G, a) forms
a C*-dynamical system, we must have that limg_, [|ag(f) — an(f)[|,, — 0 for
f € B and hence B C CF(X). Conversely, if (B,G,«) is a C*-dynamical
system, then the spectrum Y of B is equipped with a continuous action G ~ Y.
Since the inclusion A C B is G-equivariant, the action G ~ Y is indeed an
extension of G ~ X.

When G ~ G by left translation, the equivariant Stone-Cech compactification
is the spectrum of the algebra C/“(G) of bounded left uniformly continuous
functions f : G — C. We will denote its spectrum by S"G. Similarly, we
denote by ™G and "G the equivariant Stone-Cech compactification for the
actions G ~ G by right translation and G x G ~ G by left and right translation
respectively. The space 37“G (resp. f"G) is the spectrum of the algebra C}"(G)
(resp. C¥(G)) of right uniformly (resp. left and right uniformly) continuous
functions f : G — C.

2.3.2 Group C*-algebras

In this section, we discuss the construction of the group C*-algebra. Proofs of and
references for the results mentioned here can be found in [Bla06, Section I1.10.2]
and [Wil07], or in [BOO08, Section 2.5] for the particular case of discrete groups.
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Let G be a locally compact group. Counsider the space C.(G) of continuous
functions f : G — C with compact support. Equipping C.(G) with the
convolution product defined by

(f = 9)( / f(s)g(s™'t)d (2.3.2)
and involution defined by
(f)(t) =gt 1) F(t71) (2.3.3)
for f,g € C.(G) and t € G, we turn C,(G) into a *-algebra.

Given a s.o. continuous unitary representation 7 : G — U(H), we define for
every f € C.(G) the operator w(f) € B(H) by

_ /G fm dt,

where the integral denotes the Bochner integral (see for instance [DS58]). This
defines a nondegenerate *-morphism 7 : C.(G) — B(H) satistying ||7(f)|; <
11l

In particular, the left reqular representation \ : G — U(L?*(G)) defined by
A1) = &(g1)
for g,t € G and ¢ € L?(G) induces a x-morphism \ : C.(G) — B(H) satisfying

/ f(s)é(s71t)d (2.3.4)

for all f € C.(G), € € L*(G) a.e. t € G.
The reduced and the full group C*-algebras are now defined as follows.

Definition 2.3.13. Let G be a locally compact group.

(a) The (full) group C*-algebra C*(G) is the completion of C.(G) with
respect to the norm

If1l = sup l=(f)]

for f € C.(G), where the supremum runs over all s.0. continuous unitary
representations w of G.

(b) The reduced group C*-algebra C(QG) is the completion of C.(G) with
respect to the norm | f[|, = [[A(f)|, where X is the left regular
representation as before. In other words,

CHG) = A{Mf) }rec.o)
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It is clear from the definition of the full group C*-algebra that every s.o.
continuous unitary representation 7 : G — U(H) induces a s-morphism 7(f) :
C*(G) — B(H) satisfying 7(f) = n(f) for every f € C.(G). In particular, there
is a surjective *-morphism C*(G) — C;:(G). This *-morphism is an isomorphism
if and only if G is amenable (see [Pat88, Theorem 4.21]). Note that neither the
full nor the reduced C*-algebra is unital, unless G is discrete.

The reduced C*-algebra C;(G) is canonically isomorphic to the C*-algebra
induced by the right regular representation, i.e. the completion of C.(G) with
respect to the norm ||f]| = ||p(f)||. It follows that C)(G) has two natural
representations on L?(G): the representation A : G — B(L*(G)) induced by
the left regular representation and the representation p : C;(G) — B(L*(G))
induced by the right regular representation. Note that that latter one satisfies

(p(f)f)(t)Z/Gf(S)(psﬁ)(t)dSZ/Gf(S)dc(S)l/Qﬁ(tS)ds (2.3.5)

for all f € CX(G), £ € L*(G) and a.e. t € G.

The multiplier algebra of both C*(G) and C(G) contains a group of unitaries
{ug}geq satisfying

(ugf)(t) = flg™'t)  and  (fug)(t) = f(tg™")dc(g)™"

for every g,t € G and every f € C.(G). In the representation A : C:(G) —
B(L2 (G)) this group of unitaries is given by the operators {A;} from the left
left regular representation A : G — U (L?*(G)).

2.3.3 Crossed products

Another typical class of examples of C*-algebras are the crossed products.
The crossed product construction is a generalization of the group C*-algebra
construction above. Again we refer to [Bla06, Section I1.10.3], [Wil07] and
[BOO0S, Section 4.1] for more details. Recall that a C*-dynamical system or
covariant system is a triple (A, G, a) consisting of a C*-algebra A, a locally
compact group G and an action G ~* A by automorphisms that is point-norm
continuous, i.e. such that

T flarg () = an ()| =0

for every x € A.

Consider the algebra C.(G, A) of |.||-continuous functions G — A with compact
support. We equip C.(G, A) with the obvious pointwise addition along with
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the twisted convolution product and involution defined by
(f+9)(t) = /Gf(S)as (9(s7'))ds  and  f7(t) = et an(f(E71)

forall f,g € C.(G,A) and t € G. Again, this turns C.(G, A) into a *-subalgebra.

A covariant representation of a C*-dynamical system (A4, G,«) on H is a pair
(7, p) consisting of a x-representation 7 : A — B(H) and an s.o. continuous
unitary representation p : G — U(H) on the same Hilbert space H such that
the relation

pem(f)py = m(ay(f))

holds. We say that (7, p) is nondegenerate if 7 is nondegenerate. Given any
nondegenerate covariant representation (7, p) of (A, G,«) on H, the associated
s-morphism is defined as (7 x p) : C.(G, A) — B(H) by

(x5 p)(f) = /G w(f(t)) pr dt

for f € C.(G, A). As in the case of group C*-algebras, m x p is a well-defined
x-morphism satisfying

12 o)A < £ = /G 1F@)ldt.

The full crossed product is now defined as follows.

Definition 2.3.14. Let (G, A, «) be a C*-dynamical system. The (full) crossed
product A x4 G of (A, G, ) is the completion of C.(G, A) with respect to the
norm

1f1l = sup [[(z > p) ()]

where the supremum runs over all is a nondegenerate covariant representations

(m, p) of (A,G,0).
Again, every nondegenerate covariant representation (m, p) of (A, G,0) on H
induces a (nondegenerate) representation © x p: A x, G — B(H).

Fix a faithful *-representation of A on a Hilbert space H. Denote K = HRL?(G).
There is a natural covariant representation (7, u) of (4, G, o) on K given by

(Ta(2)6)(t) = 07 ' (2)(€(t)  and  (us€)(t) = &(s™'t)

for s,t € G, x € A and £ € K. The reduced crossed product is now defined as
follows.
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Definition 2.3.15. Let (A, G,a) be a C*-dynamical system. The reduced
crossed product A X4 G of (A, G, ) is the completion of C.(G, A) with respect
to the norm

£l = Nl (e > w) (DI

where 7, and u are as above. In other words,

Aoy GZA{(ma @ u)(f)}rec.(c.a)-

This definition does not depend on the choice of the faithful representation 7
above (see for instance [Wil07, Definition 7.7]). As before, there exists a natural
quotient map A X G — A %, G which is injective in some specific cases (see
Theorem 2.3.30). Neither the full nor the reduced crossed product is unital,
unless G is discrete and A is unital.

As in the case of the group C*-algebras, the multiplier algebra of both the
full and the reduced crossed product contains a group of unitaries {ug}sec
satisfying

(ugf)(t) = 0g(f(g7't))  and  (fuy)(t) = f(tg™")dc(g)™"
for all g,t € G and all f € C.(G,A). The multiplier algebras also contain a
copy of A satisfying

(@f)(t) ==f(t) and  (fa)(t) = f(H)ou(z)

for every x € A, f € C.(G,A) and t € G.

Transformation group C*-algebras

A special case of the previous crossed product construction is the following.
Suppose that X is a locally compact space and G ~ X is a continuous action.
Denoting A = Cy(X), the given action induces an action G ~* A defined by

(agf)(z) = f(g~ @)

for f € A that turns (4,G,a) into a C*-dynamical system. The full and
reduced crossed product of this C*-dynamical system is called the full and
reduced transformation group C*-algebra respectively.

In this setting, we can view the algebra C.(X x G) of continuous, compactly
supported functions X x G — C as a subalgebra of C.(G, A) by identifying a
function f € C.(X x G) with the function g — f(-,g). Under this identification,
the multiplication and involution on C.(X X G) are given by

(f % g)(a.1) = /G f(5)g(s™ e, 571)
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and
(F)t) = bt ) f(t~ 1, Y

G), z € X and t € G. Moreover, note that C.(X x G) is
A) for the ||.||; given by

for f,g € C.(X x
dense inside C.(G,

I, = [1s@lde= [ supife.a)at

Hence, C.(X x G) can be viewed as a dense *-subalgebra of both the full and
the reduced crossed product of (4, G, o).

If we equip X with a Radon measure assigning a strictly positive measure to
every open subset, we can faithfully represent A on H = L?(X) as multiplication
operators. The representation 7, X u used in the definition of the reduced
crossed product A X, G is then given by

(7w ¢ () rt) = [ (e s)e(os70)ds (2.3.6)

for every f € C.(X x G), every £ € K = L?(X) ® L*(G), a.e. t € G and a.e.
z € X. Using the unitary U : K — K defined by

(Uﬁ)(.’)ﬁ,t) = §(t_1x,t)

for £ € K, 2z € X and t € G, one checks that the covariant representation (7, u)
is unitarily equivalent with the covariant representation (7., u’) given by

() = Uno(U* = f&1  and )= Uu,U" =0, 9 .

g

The associated x-morphism 7/ x u’ is then given by

(77(’7 X u’)(f){) (z,t) = (U(ﬂ'g X u)(f)U*f) (z,t)
= / flz,s)é(s e, s7 ) ds (2.3.7)
G

forall fe C.(X xG),all £ € K, ae. z € X and a.e. t € G. Hence,

Ay G2 {(r, xuW)}trec.(GxX)-

2.3.4 Tensor products

Let A and B be two C*-algebras. The algebraic tensor product A ®a1z B is a *-
algebra when equipped with the obvious addition, multiplication and involution.
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To turn this *-algebra into a C*-algebra, one has to complete it in some way.
There are a number of ways to do this. Below, we discuss the two most common
ways. More information and proofs can be found in [BO08, Chapter 3], [Bla06,
p. I1.9.2] and [Tak79, Section IV.4].

Given two faithful x-representations 74 : A — B(H) and 7 : B — B(K), there
exists a unique *-representation 74 ® g : A Qug B — B(H ® K) satisfying

(ma @ 7p)(z©y) = ma(z) @ T5(Y)

for all x € A and y € B. The closure of the image of m4 ® wp inside
B(H ® K) forms a C*-algebra. One can prove that for all choices of faithful
x-representations w4 and mpg, the resulting algebra is isomorphic. This yields
the following definition.

Definition 2.3.16. Let A and B be two C*-algebras. Let m4 : A — B(H)
and 7 : B — B(K) be two faithful #-representations. The minimal or spatial
tensor product A @min B is the completion of A ®a1, B with respect to the norm

sz@yi (WA@WB)(in@)yi) :’

where ", z; ® y; € A ®a1g B. In other words,
A @min B = span{ma(z) ® 15(Y)}zca,yeB-

i

ZM(%) ® mp(yi)

As the notation suggests, one can prove that ||.||, . is indeed the smallest

C*-norm that can be put on A ®,, B.

min

Given two s-representations 74 : A — B(H) and np : B — B(H) with
commuting ranges on the same Hilbert space H, there exists a unique induced
*-representation m : A ®a, B — B(H) satisfying

m(z®@y) =7Ta(®)TB(Y)

for all € A and y € B. Conversely, every *-representation of A ®,1, B arises
in this way: given a -representation m : A Qaz B — B(#) there exist two
s-representations m4 : A — B(H) and np : B — B(H) with commuting range
such that m(x ® y) = ma(x)7p(y) for all x € A and y € B. This observation
lead to the following definition.

Definition 2.3.17. Let A and B be two C*-algebras. The mazimal or universal
tensor product A ®max B is the completion of A ®,1, B with respect to the norm

1| =sup{||7(z)|| | 7 : A ®ag B — B(H) is a *-representation} ,

max

where z € A Q¢ B.
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Clearly, ||| ,ax 15 indeed the maximal C*-norm that one can put on A ®,i, B.
Every s-morphism 7 : AQa1 B — C to a C*-algebra C' extends to a *-morphism
A Qmax B — C. In particular, any pair of *-morphisms 74 : A = C and g :
B — C with commuting ranges induces a unique *-morphism 7 : AQ®pu.x B — C
satisfying m(x ® y) = ma(z)mp(y) for any x € A and y € B.

The following result allows the construction of maps on tensor products from
maps on both components whenever these maps on the components are ‘nice’
enough.

Theorem 2.3.18. Let A, B, C and D be C*-algebras.

(a) Given c.b. maps ®: A — C and ¥V : B — D, there exists a unique c.b.
map
PRV : AQuin B— C Quin D
satisfying (P @ ¥)(z @ y) = ®(x) ® Y(y). Moreover, |2 V||, =
||(I)ch ||\II||cb

(b) Given c.p. maps ®: A — C and ¥V : B — D, there exists a unique map
c.p. map
PRV : AQpmaz B — C Quaz D

satisfying (P V) (z®y) = ¢(z)@V(y). Moreover, || @ ¥| = ||| ||T].

This result is proven by using the Stinespring Dilation Theorem (see for instance
[BOO08, Theorem 3.5.3 and Remark 3.5.4]). Note that the corresponding result
for the maximal tensor product and c.b. maps is not true (see [Hur83]).

We use the following example a number of times during the thesis.

Example 2.3.19. One can prove that the algebra Cy(X; A) from Example 2.3.1
is isomorphic to Co(X) ®min A (which is in turn isomorphic to Co(X) Smax 4,
see Section 2.3.5). The isomorphism is given by mapping an elementary tensor
f®a e Cy(X) Ralg A to the function z — f(x)a. See [Bla06, Theorem I1.9.4.4]

for more information.

The operation of taking the maximal tensor product preserves short exact
sequences.

Proposition 2.3.20. Let

0—— A—sB-L230—50

be an exact sequence. For every C*-algebra D, the natural sequence

0 —— A®,,D 2% g DB g D40
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is also exact.

A proof of this proposition can be found in [BO08, Proposition 3.7.1]. The same
is not true the minimal tensor product in general. However, there is a class of
C*-algebras for which it is true, see Theorem 2.3.27.

2.3.5 Nuclearity and exactness

Nuclear and exact C*-algebras are two special classes of C*-algebras. We will
define these classes in terms of nuclearity of certain maps, and we will see that
tensor products of C*-algebras in this class have certain special properties. We
will also discuss some examples. Proofs of the results presented here can be
found in [BOO08, Chapter 2] and [Bla06, Section IV.3].

Definition 2.3.21. Let A and B be two C*-algebras. A c.c.p. map©: A — B
is called nuclear if there exist sequences of c.c.p. maps ®,, : A — Mj(,)(C) and
U, : Myy(n)(C) — B such that

[(¥ 0 @) (z) = O(z)[| =0

for all x € A.

A - © B

T

B, T,

-
Mk(n)(c)

It is clear that the composition of c.c.p. maps ©1: A - Band O3 : B — C'is
nuclear if either ©; or ©5 is nuclear. If both A and B are assumed to be unital,
then one can assume that the maps ®,, and V,, in the definition above are u.c.p.

It is important to note that nuclearity of the map © : A — B depends on
the codomain B: it is possible that © is not nuclear, while the same map
©:A— B(H): x+— 0(z) with extended codomain is nuclear. The issue being
that the images of the approximation maps ¥,, for © do not need to be in B.
We will see that this is exactly the difference between the class of nuclear and
the class of exact C*-algebras.

The following result shows that nuclearity of a map behaves well with respect
to adding a unit. A proof can be found in [BO0S, Proposition 2.2.4].

Proposition 2.3.22. Let A and B be two C*-algebras and © : A — B a
nuclear map.
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(a) If A is nonunital and B is unital, then the unique linear extension
ot : At — B is also u.c.p. and nuclear.

(b) If both A and B are nonunital, then the unique linear extension O :
At — Bt is also nuclear.

Nuclear and exact C*-algebra as now defined as follows.

Definition 2.3.23. A C*-algebra A is called nuclear if the identity map id4 :
A — A is nuclear.

ida
A
_.-7

A -

P, 4 v,

Other names for nuclear C*-algebras include amenable C*-algebras or C*-
algebras with completely positive approximation property (CPAP).

Definition 2.3.24. A C*-algebra A is called ezact if there exists a faithful
representation m : A — B(#) such that 7 is nuclear.

A s B(H)
oo T,

Using Arveson’s Extension Theorem, it is not difficult to show that in fact
every representation 7 : A — B(K) is nuclear if A is exact. Clearly, all nuclear
C*-algebras are exact.

Easy examples of nuclear C*-algebras are abelian C*-algebras and (approx-
imately) finite-dimensional C*-algebras. Subalgebras of exact C*-algebras
are exact, but the same is not true for nuclear C*-algebras. Thanks to
Proposition 2.3.22, a nonunital C*-algebra A is nuclear (resp. exact) if and only
if AT is nuclear (resp. exact).

The following follows from a deep result due to Kirchberg. Proofs can be found
in [BO08, Corollary 9.4.3 and 9.4.4].

Theorem 2.3.25. Let A be a C*-algebra and J C A an ideal.

(a) If A is exact, then so is A/ J.
(b) If A is nuclear, then so is A/J.
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As mentioned before, the classes of nuclear and exact C*-algebras behave in a
special way with respect to tensor products. For nuclear C*-algebras all notions
of tensor products coincide.

Theorem 2.3.26. A C*-algebra A is nuclear if and only if for every other C*-
algebra B, we have that ||.||, . and || coincide on A ®q9 B. In particular,
if A is nuclear then

min max

A ®mazB =A Qmin B.

For exact C*-algebras, the operation of taking the minimal tensor product
preserves exactness. This was even the original definition of exactness. The
proof that this is equivalent with the definition above is due to Kirchberg.

Theorem 2.3.27. A C"-algebra A is exact if and only if for every short exact
sequence

00— B—s0—-235D—50

also the natural sequence

0 —— B@puin A 294 0@ AP Do A5 0

is also exact.

Nuclearity of group C*-algebras and transformation group C*-algebras
In this section, we discuss under which conditions the group C*-algebras and
the transformation group C*-algebras are nuclear.

For countable, discrete groups T, it is possible to clearly characterize when CJ(T)
is nuclear. A proof of the following result can be found in [BO08, Theorem 2.6.8].

Theorem 2.3.28. Let I' be a countable, discrete group. Then, the following
are equivalent.

(i) T is amenable,

(it) Ci(T) is nuclear,

(iti) C(T) = C*(T') canonically.
For locally compact groups, the situation is more complicated. Indeed, for all
connected groups G both C*(G) and C;(G) are nuclear (see [Pat88, p46]) even

though G is obviously not necessarily amenable. However, the following follows
from [LP91, Corollary 3.2].
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Theorem 2.3.29. Let G be a locally compact group G, then the following are
equivalent.

(i) G is amenable,

(it) G is inner amenable and C*(G) is nuclear.

(iii) G is inner amenable and Ci(G) is nuclear.

For transformation group C*-algebras, the following holds.
Theorem 2.3.30. Let G be a locally compact group, X a locally compact space
and G ~ X a continuous action. Consider the following conditions.

(i) G~ X is topologically amenable,

(i) Co(X) x G =Cy(X) %, G canonically,

(iii) Co(X) x G is nuclear.

(iv) Co(X) %, G is nuclear.

Then, (i)= (ii)= (iii)= (iv). Moreover, if G is countable and discrete, then

(i) (ii) (iti) & (iv).

The result for general locally compact groups can be found in [Ana(2,
Theorem 5.3]. The result for discrete groups is also due to Anantharaman-
Delaroche and can be found in [Ana87, Théoréme 4.5 and Proposition 4.8].

Exact groups and exactness of the group C*-algebra

The exactness of C;(G) is related to the following notion, which was introduced
by Kirchberg and Wassermann in [KW99b].

Definition 2.3.31. A locally compact group G is called exact if the operation
of taking the reduced crossed product preserves exactness, i.e. if for all
C*-dynamical systems (A,G,04), (B,G,0p) and (C,G,0¢c) and every G-
equivariant short exact sequence

0 A B c 0,

the natural sequence
0 — A%, G— Bx, G — Cx,G—— 0

is also exact.
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The corresponding property for full crossed products is always true (see for
instance [BOO0S8, p 173]).

As the name suggests, the following holds.

Theorem 2.3.32. Let G be a locally compact group. If G is exact, then C(G)
is exact. If G is countable, discrete, then the converse is also true.

The first part immediately follows from Theorem 2.3.27. The converse for
discrete groups is due to [KW99b, Theorem 5.2]. The converse for locally
compact groups is still open.

The class of exact groups is very large and contains among others all amenable
groups, linear groups [GHWO05] and hyperbolic groups [Ada94]. By [KW99a,
Theorem 4.1 and Theorem 5.1] the class of exact groups is closed under taking
closed subgroups and extensions. Examples of non-exact groups were given by
Gromov [Gro03; AD08] and Osajda [Osal4].

The following result is due to Haagerup and Kraus (see [HK94, Theorem 2.1])
for countable, discrete groups and by Brodzki, Cave, and Li (see [BCL17,
Corollary E]) for locally compact groups.

Theorem 2.3.33. Every weakly amenable, locally compact group is exact.

Recall that left equivariant Stone-Cech compactification 3“G is the spectrum
of the algebra C'*(G) of bounded left uniformly continuous functions on G.
The following result provides characterizations of exactness.

Theorem 2.3.34. Let G be a locally compact group. Then, the following
conditions are equivalent.

(i) G is ezact,

(i) G is amenable at infinity, i.e. G admits a continuous, amenable action
of some compact space,

(iii) G ~ B™G is amenable,

(iv) CH(G) %, G is nuclear.

For countable, discrete groups, the characterizations (ii) and (iii) are due
to Ozawa (see [Oza00, Theorem 3]), while characterization (iv) is due to
Anantharaman-Delaroche (see [Ana87, Théoréme 4.5]). For locally compact
groups this result is due to Anantharaman-Delaroche (see [Ana02, Theorem 7.2])
and Brodzki, Cave, and Li (see [BCL17, Theorem Al).
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2.4 Von Neumann algebras

In this section, we recall the definition, the basic properties and some standard
examples of von Neumann algebras. Classical references for the notions we
introduce are [AP14; Tak79; Tak03a; Bla06).

Definition 2.4.1. A von Neumann algebra is a unital x-subalgebra of M C
B(H) that is closed in the w.o. topology.

Due to a famous result of von Neumann, the above von Neumann algebras can
also be characterized in a different way. Given a subset S C B(#H), we denote
its commutant as the following set

S"={z € B(H) | zy = yx for every y € S}.
The following result is due to von Neumann.

Theorem 2.4.2 (Bicommutant Theorem). Let M C B(H) be a unital -
subalgebra. The following are equivalent.

(i) M is a von Neumann algebra, i.e. M closed in the w.o. topology.
(1) M is closed in the s.o. topology.
(iii) M = M.

By a result Sakai in [Sak56], von Neumann algebras can also be characterized
abstractly as C"-algebras having a predual (i.e. there exists a Banach space
F such that F* = M). This motivates that we should view a von Neumann
algebra as an object on itself, independent of the particular Hilbert space they
are acting on. In particular, we say that two von Neumann algebras M and N
are isomorphic if there exists a #-isomorphism M — N. All notions we define
will be independent of the concrete representation of the von Neumann algebra
on a Hilbert space. A *-isomorphism M — M is called a *-automorphism. We
denote by Aut(M) the set of all *-automorphisms M — M.

Examples of von Neumann algebras include the whole of B(H) for some Hilbert
space H and L*° (X, ), the algebra of (essentially) bounded measurable function
X — C, identified up to almost everywhere equality, where (X, ) is a standard
measure space. Here, we view L>(X, 1) as a subalgebra of B(L?*(X,p)) by
identifying f € L°° (X, u) with the multiplication operator L?(X, u) — L*(X, p)
defined by

(fO)(@) = f(z)¢()
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for all ¢ € L?(X, u) and a.e. z € X. Moreover, one can prove that every abelian
von Neumann algebra with separable predual is of this form. If S C B(H) is
a set, then the von Neumann algebra generated by S is M = (S U S*)”. Note
that M is indeed the smallest von Neumann algebra containing S.

Given a von Neumann algebra M C B(H), a self-adjoint element x € M and a
bounded measurable function f on the spectrum o(z), we define f(x) by Borel
functional calculus. Note that since f(x) commutes with every element in M’,
we have that f(x) € M. In particular, a von Neumann algebra contains all
spectral projections of all elements. Moreover, it follows that von Neumann
algebra is the ||.||-closure of the linear span of all its projections.

Recall that a partial isometry is an operator u € B(H) such that v*u (and
hence uu*) is a projection. We say the two projections p,q € M are equivalent
and write p ~ ¢ if there exists a partial isometry u € M such that p = u*u
and ¢ = uu*. Given two projections p,q € M, we write p < ¢ if there exists
a projection ¢’ < ¢ with p ~ ¢’. We say that a projection p € M is infinite if
there exists a projection p’ € M with p’ < p with p ~ p’. We say that p is finite
if such a p’ does not exist. We say the p is minimal if there exists no p’ € M
with p’ < p. If M does not contain any minimal projection, then we say that
M is diffuse.

Given a w.o. dense (or equivalently s.o. dense) *-subalgebra A of a von Neumann
algebra M C B(H), we can approximate every element in M by a net in A.
The following theorem states that one can even approximate every such element
by a ||.||-bounded net in A. This is important, since, as we will see below, only
the w.o. and s.o. topologies on bounded sets are intrinsic on a von Neumann
algebra.

Theorem 2.4.3 (Kaplansky density theorem). Let M C B(H) be von Neumann
algebra and A C M a w.o. dense x-subalgebra. Then,

(a) the unit ball (A)1 of A is strong* operator dense (and hence w.o. and
s.0. dense) in the unit ball (M); of M,

(b) the unit ball (As.4.)1 of the self-adjoint part of A is s.o. dense (and
hence w.o. dense) in the unit ball (Ms.4.)1 of the self-adjoint part of M.

An important special type of von Neumann algebras is the following.

Definition 2.4.4. A factor M is a von Neumann algebra with trivial center,
ie. Z(IM)=MnM' =C1.

Factors can be seen as the ‘building blocks’ of von Neumann algebras, in the sense
that every von Neumann algebra on a separable Hilbert space can be decomposed
as a direct integral of factors (see for example [Bla06, Theorem III.1.6.3]).
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We say the two factors M and N are stably isomorphic and write M =, N if
there exists projections p € M and ¢ € N such that pMp = qNg.

2.4.1 Normal linear functionals and maps

The class of linear functionals on von Neumann algebras that is the most
interesting is the following class of so-called normal linear functionals. These
are the functionals that are compatible with the additional structure of von
Neumann algebras in the following sense.

Proposition 2.4.5. Let M be a von Neumann algebra and w : M — C a
positive linear functional. Then, the following are equivalent.

(i)  For any bounded increasing net (x;);cr in M, we have

w(sup x;) = supw(z;).
i i

(i1)  The restriction of w to (M)1, the unit ball of M, is w.o. continuous.

(iii)  The restriction of w to (M)1, the unit ball of M, is s.0. continuous.
If one (and hence all) of these conditions holds, we say that w is normal.

Denote by M the set of all normal positive linear functionals. Denote by M,
the space of all linear functionals on M that are w.o. continuous on the unit
ball. We also call the functionals ¢ € M, normal. Dixmier [Dix53] proved that
every von Neumann algebra M = (M,)*, i.e. M, is the (unique) predual of
M. Since the unit ball of every Banach space is weak™® dense in the unit ball
of its double dual, this in particular implies that the set M, of normal linear
functionals on M is weak™ dense in the set M* of all linear functional on M.
Moreover, the set M of normal positive linear functionals is dense in the set
all positive linear functionals M7 and that the set of normal states is dense in
the set of all states.

Given a normal positive linear functional ¢, we define its support as smallest
projection s such that p(xs) = ¢(x) for all x € M. Given a partial isometry
u € M, we denote by u - ¢ the linear functional defined by (u - ¢)(z) = p(zu).
The following result provides a decomposition of linear functionals into positive
linear functionals. A proof can be found in [Tak79, Theorem III1.4.2].

Theorem 2.4.6 (Polar decomposition of normal linear functionals). Let ¢ :
M — C be a normal linear functional on a von Neumann algebra M. Then,
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there exists a unique positive linear functional ¢ : M — C and a unique partial
isometry u € M such that ¢ = u* - ¢ and o = u -, and such that u*u is the
support of 1. Moreover, ||l = ||¥]|-

We denote the positive linear functional in the theorem above by |¢p|.

By the uniqueness of u and |¢|, we have the following.

Theorem 2.4.7. Let p : M — C be a normal linear functional and § € Aut(M).
Then,

lpo Bl = Il o .

Proof. Denoting v = 8~1(x), we have |¢|o3 = v*- (o) and po B = v-(|p|o ).
Moreover, v*v is clearly the support of |¢| o 3. O

In a similar fashion, normal positive linear maps M — N between two von
Neumann algebras are maps that are compatible with all the available structure
on a von Neumann algebra. A proof of the following can be found in [AP14,
Proposition 2.5.8].

Proposition 2.4.8. Let ® : M — N be a positive linear map. Then, the

following conditions are equivalent.

(i)  For any bounded increasing net (x;)icr in M, we have

sup @(z;) = ®(sup z;).
; ,

7

(i)  For every normal positive linear functional w on N, the map wo ® is
a normal positive linear functional.

(iii) The restriction of ® to the unit ball (M)1 is continuous with respect
to the w.o. topologies on M and N.
If one of these conditions hold, we call ® normal.
If ® is a *x-morphism, the above conditions are also equivalent to

(iv)  the restriction of ® to the unit ball (M) is continuous with respect to
the s.o. topologies on M and N.

The following two results illustrate that notion of isomorphism as defined above
is indeed the natural one. A proof can be found in [AP14, Corollary 2.5.9].
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Proposition 2.4.9. Let M and N be von Neumann algebras. Then, every
x-tsomorphism o : M — N is a normal positive linear map.

From this result, it follows that the w.o. topology and the s.o. topology on
the unit ball of a von Neumann algebra is independent of the Hilbert space
on which M is represented. It is important to note that this is not true for
the w.o. and s.o. topology on the whole of M. Therefore, we will only consider
the restriction of the w.o. and s.o. topology to ||.||-bounded sets as ‘natural’
topologies on von Neumann algebras.

The following result is very important, since it allows us identify a von Neumann
algebra M with its image under faithful, normal, nondegenerate representations.

Proposition 2.4.10. Let # : M — B(K) be a normal, nondegenerate
representation of a von Neumann algebra M. Then, w(M) is w.o. closed
in B(K) and is thus a von Neumann algebra.

Unless stated otherwise, we will assume all von Neumann algebras to be separable,
meaning that M can be represented faithfully on a separable Hilbert space, or
equivalently that M has a separable predual.

2.4.2 Traces and the type classification of factors

Murray and von Neumann classified von Neumann factors into three types,
based the structures of the projections in the von Neumann algebra. In this
section, we will present these types in an alternative way using the existence of
certain traces on the factor.

A factor M is said to be of type I if M = B(H) for some Hilbert space H. If H
is finite dimensional of dimension n, we say that M = M, (C) is of type I,. If
‘H is infinite dimensional, we say that M is of type I,. Note that there is only
one factor of type I,, for each n =1,...,00. One can prove that M is of type I
if and only if it contains a minimal projection.

Recall that a state on a von Neumann algebra M is a positive linear functional
¢ : M — C satisfying ¢(1) = 1. The following is a generalization of the matrix
trace on M, (C).

Definition 2.4.11. Let M be a von Neumann algebra. A state 7 on M is
called tracial if 7(zy) = 7(yx) for all z,y € M. A von Neumann algebra M is
called tracial or finite if it admits a faithful normal tracial state.

The terminology finite is motivated by the fact that the unit 1 is a finite
projection if and only if M is finite.
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On a tracial von Neumann algebra (M, 7), one defines the following norm
], = 7(a")

for x € M. It is not hard to prove that the topology induced by ||.||, coincides
with the s.o. topology on ||.||-bounded sets.

One can prove that if a factor admits a faithful normal tracial state, then it is
unique (see for instance [AP14, Proposition 4.1.4]). Note that factors of type
I, for n € N admit a tracial state, while the factor of type I, does not. An
infinite dimensional factor admitting such a faithful normal tracial state is said
to be of type II;.

Subalgebras of tracial von Neumann algebras admit the following special type
of map.

Definition 2.4.12. Let M be a von Neumann algebra and B a von Neumann
subalgebra. A conditional expectation from M to B is a positive linear map
E : M — B satisfying

(i) E(®) =bforallbe B,

(ii)  E(bixby) = b1 E(x)by for all by,be € B and all x € M.
Theorem 2.4.13. Let (M, 1) be a tracial von Neumann algebra and B a
von Neumann subalgebra. Then, there exists a unique conditional expectation
Ep: M — B satisfying T o Eg = 7. Moreover, Ep is faithful and normal.
A proof of this fact can for instance be found in [AP14, Theorem 9.1.2].

A more general notion of trace is the following. Recall that M, denotes the set
of positive elements in M.

Definition 2.4.14. Let M be a von Neumann algebra. A weight is a map
¢ My — [0, +0o0] that is linear in the sense that ¢(Az) = Ap(z) and p(z+y) =
o(x) + @(y) for any A € RT and any x,y € M. We say that ¢ is

o faithful if p(x) > 0 for every nonzero x € M.

e normal if p(sup x;) = sup; ¢(z;) for every bounded increasing net (z;); in
M.

In the definition above, we used the convention that 0 - (+-00) = 0.
Given a weight ¢ : M — [0, +00], we define

n, ={xeM|p("r) <4oo}
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n
m, = {fo% ’ i, Y; € n}.
i=1

Using linearity and polarization, one proves that ¢ can be extended to a linear
map ¢ : m, — C (see [Tak03a, Definition VIL.1.3]). Note that n, is a left ideal
of M. The subspace m,, is also called the definition domain of ¢. In order to
avoid trivial examples, one restricts to the following subclass of weights.

Definition 2.4.15. Let M be a von Neumann algebra. A weight ¢ : M, —
[0, 4+00] is said to be semifinite if m,, is w.o. dense in M.

Now, a tracial weight is the following.

Definition 2.4.16. A weight Tr : M; — C on a von Neumann algebra is called
tracial if Tr(z*x) = Tr(azz*). A von Neumann algebra is called semifinite if it
admits a faithful, normal, semifinite tracial weight Tr.

Note that all finite von Neumann algebras are also semifinite. Similarly as for
tracial von Neumann algebras, we denote

[2]lg,m = Tr(z")
for every = € M. Note that ||z||y 1, < +oo if and only if € nry.

Similarly as for finite factors, if a factor M admits a faithful, normal, semifinite
tracial weight, then it is unique up to scaling. We will denote this trace by Tras
or Tr. The factor B(H) of type I, admits a faithful, normal, semifinite tracial
weight defined by
Tr(T) = Y (Ten,en),
neN

where (ey,), is an orthonormal basis for H. Other factors admitting a faithful,
normal semifinite tracial weight Tr with Tr(idas) = +oco are said to be of type
II. For a type Il factor M and a projection p € M with Tr(p) < +o0, we
have that pMp is a factor of type II; and that M = pMp ® B(H), where ®
denotes the von Neumann tensor product that we will introduce in Section 2.4.6
below. All factor not admitting any faithful, normal, semifinite tracial weight is
said to be of type III

Similar to tracial von Neumann algebras, also subalgebras of semifinite von
Neumann algebras admit trace preserving conditional expectations under some
conditions.

Theorem 2.4.17. Let (M, Tr) be a semifinite von Neumann algebra and B
a von Neumann subalgebra. If Tr|p is semifinite, then there exists a unique
conditional expectation Eg : M — B such that TroEp = Tr. Moreover, Ep is
faithful and normal.
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2.4.3 Tomita-Takesaki modular theory

In order to get a better understanding of type III factors, Tomita and Takesaki
introduced their modular theory in [Tom67; Tak70]. We discuss the most
important results and notions of this theory in this section. More complete
references are [Haa88] and [Tak03a].

Let M be any von Neumann algebra and let ¢ be a normal, faithful, semifinite
weight. Note that every von Neumann algebra admits such a weight (see for
instance [Tak03a, Theorem VII.2.7]). We will construct a normal, faithful
representation 7, of M on a Hilbert space H,, called the GNS-representation,
after Gelfand, Naimark and Segal who introduced this construction.

Consider the ideal n, = {z € M | p(z*x) < +oo} from the previous section. We
equip it with the positive-definite, symmetric, sesquilinear form (., .) 0 defined
by
(,9), = ¢(y*z)

for any x,y € n,. (Note that we use here that ¢ extends to a linear map on
the definition domain my.) Let L?(M, ¢) be the completion of n, with respect
to this sesquilinear form. For the sake of clarity, we will denote an element of
T € ny by n,(z) when viewed as an element in L?(M, ¢). This way 7, becomes
an injection n, < L2(M, ).

For every x € M, we have

2 2
Ine (), = w(y™z zy) < [l2]” [Ine (W)l

and hence 7,(y) — n,(zy) is bounded and hence extends to an operator
m,(z) on L*(M, ¢). This yields a faithful, nondegenerate representation m, :
M — B(L*(M,¢)). This representation is called the GNS-representation or
semicyclic representation of M with respect to .

Now, the involution on M defines a (usually unbounded) closable, conjugate
linear operator Sp : 7y(z) + 7,(2*) on the dense subset 7,(n, N n}) =
{ny(x) | (z*z) < 400 and p(zz*) < 400} of H,. We denote the closure of
this operator by Sy. The modular operator is defined as A, = S75,. Note that

A, is self-adjoint and positive. Let S, = J@A;/2 be the polar decomposition.
Then J, : L*(M, ) — L*(M, ) is an anti-unitary operator called the modular
conjugation.

The following is the main result in Tomita-Takesaki theory. A proof can for
instance be found in [Tak03a, Theorem VI.1.19].
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Theorem 2.4.18. Let M be a von Neumann algebra and ¢ a faithful, normal,
semifinite weight on M. Then,

oo (M) J, = 7o (M) and Alm,(M)AL" = (M)

for allt € R.

Identifying M with 7,(M), the above yields a (s.o. continuous) group of
automorphisms {o{ };cr given by

of (x) = Ap AT

for t € R and = € M. This group is called the modular automorphism group of
M with respect to ¢. One has @ o gf = ¢ for every t € R.

The set
M?={zx e M |of(x)=ux}

is called the centralizer of M with respect to ¢. One can prove that x € M¥
if and only if zm, C m, and myz C m, and p(zy) = ¢(yz) for all y € m,. A
proof of this fact can be found in [Tak03a, Theorem 2.6].

The modular automorphism group (o7 )iecr does depend on the choice of
weight ¢. However, due to Connes’ Cocycle Derivative Theorem (see [Tak03a,
Theorem VIIIL.3.3]), they are related in the following way: if ¢ is another
normal, faithful, semifinite weight on M, then there exists an s.o. continuous
one-parameter family of unitaries (us)ier in M satisfying usis = uroy (us) and
of (x) = wo? (z)u; for all s,t € R and all z € M. Moreover, under certain

additional conditions, this one-parameter family is unique.

Note that in the case that M is semifinite and ¢ = Tr is a faithful, normal,
semifinite trace, we have that S, itself is bounded and anti-unitary and hence
S, = J,and A, =id and oy = idps. It follows from Connes’ Cocycle Derivative
Theorem that a von Neumann algebra M with a faithful, normal, semifinite
weight ¢ admits a faithful, normal, tracial, semifinite weight if and only if
of = Ad(uy) for some s.o. continuous one-parameter family {u;}icr in M.

The following generalizes Theorems 2.4.13 and 2.4.17. A proof can be found in
[Tak03a, Theorem IX.4.2].

Theorem 2.4.19. Let M be a von Neumann algebra with a faithful, normal
weight @. Let B be a von Neumann subalgebra such that p|p is semifinite. Then,
there exists a conditional expectation Ep : M — B satisfying ¢ o Eg = ¢ if and
only if of (B) = B for all t € R. In that case, Ep is the unique conditional
expectation satisfying ¢ o Eg = . Moreover, it is automatically faithful and
normal.
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Definition 2.4.20. Let M be a von Neumann algebra. A von Neumann
subalgebra B C M is said to be with expectation if there exists a faithful,
normal conditional expectation E : M — B.

Many constructions of von Neumann subalgebras out of subalgebras with
expectation remain with expectation. For instance, given an inclusion of von
Neumann algebras B C M, the normalizer is defined as

Ny (A) ={ueld(M) | udu* = A} .
Similarly, the stable normalizer is
Ny(A)y={x e M | xAz* C A and z* Az C A}.

The following can easily be proved using Theorem 2.4.19. For the readers
convenience, we include a full proof.

Proposition 2.4.21. Let M be a von Neumann algebra and B a von Neumann
subalgebra with expectation. Then,

(a) the subalgebra B’ N M is with expectation,

(b) the subalgebras Nar(B)"”, N3 (B)" are with expectation,
Proof. Denote by E : M — B the faithful, normal, conditional expectation.
Fix a faithful, normal state ¢ on B. We still denote by ¢ its extension ¢ o E to

M. We denote by {o¢}ser the modular automorphism group with respect to ¢.
Note that by Theorem 2.4.19 we have o4(B) = B for all ¢ € R.

Ifx € BN M and b € B, then
ot(x)o(b) = op(xb) = o4(bx) = or(b)or(x)

for all t € R. Hence, 0¢(B'NM) = B'NM and by Theorem 2.4.19 the subalgebra
B’ N M is with expectation.

Similarly, one has o, (N (A4)) = Nar(A) and o, (N5, (A4)) = N5, (A). Hence,
also 0¢(P) = P and 04(Q) = Q for P = Ny (A)” and Q = N3,(A)”. Again
applying Theorem 2.4.19 yields the result. O

The standard representation

We briefly return to the GNS-representation on L?(M, ¢) above. Let again M
be a von Neumann algebra and ¢ a faithful, normal, semifinite weight on M.
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The GNS-Hilbert space L?(M, @) contains a positive cone P that is defined as
the closure of

{nw(xx*)

This cone is self-dual in the sense that

P,={{€H,|(&n)=>0forallneP,}.

x € U dom(A™) and A"z € n, Nng, for all n € Z} .
ne”L

Identifying M with its image under the GNS-representation, the tuple
(M,H,,J,, P,) satisfies the following properties.

Theorem 2.4.22. Let M be a von Neumann algebra and ¢ a faithful, normal,
semifinite weight on M. Let H,, J, and P, be as above. Then,

(a) J,MJ, =M

(b) Joxd, =" forxz e Z(M)

(c) J,§&=¢ forall € P,

(d) zJyxJ,P, C P, forallx € M

Proofs of this theorem can be found in [Haa75, Theorem 1.6] and [Tak03a,
Theorem IX.1.2]. Tuples satisfying these properties are given a special name.

Definition 2.4.23. Let M be a von Neumann algebra. A tuple (M, #, J, P),
where M is a von Neumann algebra represented on the Hilbert space H, J an
anti-unitary operator on H and P a self-dual cone, is said to be a standard form
of M if

i) JMJ=M

(i)  JaJ =z* for x € Z(M)

(iii) J¢=Efor & e P

(iv) aJaJPCPforallz e M

The standard form of a von Neumann algebra is unique in the following sense.

Theorem 2.4.24. Suppose that (My,Hi,J1,P1) and (Ms, Ha, Jo, P2) are
standard forms of My and My respectively and that @ : My — Ms is an
isomorphism. Then, there is a unique unitary U : Hy — Ha such that

W(.’E):UfﬂU*, JQZUJ1U* and P2:UP1
for all x € M.
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Proofs can be found in [Haa75, Theorem 2.3] and [Tak03a, Takesaki IX.1.14].

Applying this result to ® € Aut(M) yields the following. See also [HaaT7b,
Theorem 3.2] and [Tak03a, Takesaki 1X.1.15].
Theorem 2.4.25. Let (M, H, J, P) be a standard form and ® € Aut(M). Then,
there exists a unique unitary Up € U(H) satisfying

O(z) = UpaUs,  J=UsJU:, and P =UsP.

Moreover, the map ® — Ug is an isomorphism of Aut(M) to the group of all
unitaries in U(H) satisfying UMU*, U = UJU* and P =UP.

The unitary U in the theorem above is called the canonical unitary implementing
.

The following result says that every normal (positive) linear functional can be
implemented by vectors of the positive cone of the standard form.

Theorem 2.4.26. Let (M, H, J, P) be a standard form.

(a) For every normal positive linear functional ¢ € M}, there is a unique
& € P such that

o(x) = (2€,8)
forallx e M.

(b) For every normal linear functional ¢ € M,, there exist &, n € H such
that

pla) = (€, m)
Denoting we(x) = (x€, &), we have the following result.

Theorem 2.4.27 (Powers-Stgrmer inequality). Let (M, H, J, P) be a standard
form. For any £,n € P, we have

2
1€ =" < llwe = wnll < 1I€=nlllI€+nl-

Again, proofs of the previous two results can be found in [Tak03a, Theo-
rem IX.1.2] and [Haa75, Lemma 2.10] (along with Theorem 2.4.6).

2.4.4 Group von Neumann algebras

The group von Neumann algebra is the von Neumann algebraic analogue of the
(reduced) group C*-algebra introduced in Section 2.3.2. A reference for this
construction is [Tak03a, Section VIL3].
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Let G be a locally compact group. Recall the left and the right reqular
representation X : G — U(L?*(G)) and p: G — U(L*(G)) defined by

M) =Eg't)  and  (p€)(t) = dal9)"/*¢(to)
for ¢ € L?(G). We define the group von Neumann algebra as follows.
Definition 2.4.28. The (left) group von Neumann algebra L(G) of a locally

compact group G is the von Neumann algebra generated by {A,}geq, ie.

L(G) = span{)\g}gegw'o'.

It is conventional to denote the elements \; € L(G) by wu,. Similarly, the right
group von Neumann algebra is defined as

O.

R(G) = Span{Pg}geG‘W' .
Obviously, we have L(G) C R(G)" and R(G) C L(G)'.

As before, we define

A= [ rona wd o) = [ popa

for f € C.(G). Note that the action of A(f) and p(f) on B(L?(G)) are given by
(2.3.4) and (2.3.5). By approximating a function f € C.(G) by step functions,
one constructs a sequence in span{u,}geq converging to A(f) = [ f(g)Ay in
the w.o. topology. Hence, {A(f)}sec.(a) € L(G) and similarly {p(f)} rec.(q) €
R(G). Moreover, by [Tak03a, Proposition 3.1] one even has the following.

Theorem 2.4.29. Let G be a locally compact group. Then,

w.o. — s Ww.o.

L(G) = {A(/)}sec.e) and  R(G) ={p(f)}rec.cc)
In particular, the reduced group C*-algebra C-.(G) is a w.o. dense x-subalgebra
of L(G).
By the same theorem, one also has that the left and right group von Neumann
algebras are each others commutant.

Theorem 2.4.30. Let G be a locally compact group. Then,
L(G) = R(G) and  R(G) = L(G)".

The von Neumann algebra L(G) carries a natural normal, faithful, semifinite
weight o, called the Plancherel weight (see [Tak03a, Theorem 3.4]). It satisfies

ea(Mf)) = fle)
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for all f € C.(G). Defining f * g and ¢g* as in (2.3.2) and (2.3.3), we have

ea(Mf)*Mg)) = (f**g)(e) = (f.9)

for all f,g € C.(G). Since C.(G) is dense in L?(Q), it follows that L?(G) is the
GNS-Hilbert space of the weight ¢g. The associated modular operator Ag is
given by

(Acg)(t) = £(t)da(t)

for £ € dom A, where

dom 8 = {¢ € 12(0) \ [ dctorieto) <+

The modular conjugation J is given by

(JE)(t) = E(B)oa ()12, (2.4.1)
for ¢ € L?(G) and t € G, and the modular automorphism group satisfies
ot (ug) = 0 (9)" ug (2.4.2)

for every g € G and t € R. With P = L%(G)*, the tuple (L(G),L2(G), J, P) is
a standard representation for L(G). Note that in particular ¢¢ is a trace if and
only if G is unimodular. Also note that

JurJ =p and  JX(f)J = p(f)
for f € C.(G).

If T is countable and discrete, then one can characterize when L(T') is a factor.
A proof can be found in [AP14, Proposition 1.3.9].

Theorem 2.4.31. Let T be a countable, discrete group. Then, L(T) is a factor
if and only if I is icc, i.e. every nontrivial conjugacy class of I' is infinite. In
that case, T' is always a factor of type II.

For locally compact groups, the situation is much more complicated and such
a nice characterization does not exist. Moreover, for many groups ‘natural’
groups, the group von Neumann algebra is amenable (see Section 2.4.8 below) or
even type I. For instance, the group von Neumann algebra of a connected locally
compact group is always amenable by [Con76, Corollary 6.9] and L( SL, ((@p))
is type I by [Ber74].

However, for each of the types I, I and IIIy for 0 < A < 1 (see Section 2.4.5
below) there are examples of (nondiscrete) locally compact groups whose group
von Neumann algebra L(G) is a factor of this type. There exist both examples
for which these group von Neumann algebras are amenable and examples for
which they are not (see [Sut78, Section 5]).
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The Fourier algebra and the group von Neumann algebra

Recall from Section 2.1.2 that the Fourier algebra A(G) is defined as the algebra
of coefficients of the left regular representation. Since every normal linear
functional ¢ € L(G), is of the form x — (2, n) for some &, € L?(G), and
since {ug}tgeq is w.o. dense in L(G), it follows that the map L(G). — A(G)
defined by sending a ¢ € L(G). to the function g — ¢(uy) is a well-defined
bijective linear isometry.

Using this identification, one proves the following result. See [dCHS85,
Proposition 1.2] for details.

Proposition 2.4.32. Let ¢ : G — C be a function on a locally compact group
G. Then, the following are equivalent.

e © is a Fourier multiplier

o There exists a (unique) w.o. continuous map @, : L(G) — L(G) satisfying
Py (ug) = p(g)ug

The map ¢ in the proposition above is actually the dual of the map m,, :
A(G) — A(G), using the identification A(G) = L(G). above.

The name completely bounded multipliers is motivated by the following result.
The result was originally proven by [BF84]. A more recent self-contained proof
can be found in [Haal6, Theorem 3.2].

Theorem 2.4.33. A Fourier multiplier ¢ is completely bounded in the sense of
Definition 2.1.4 if and only if its induced map ®, : L(G) — L(G) is completely
bounded.

2.4.5 Crossed products

There is also a version of the crossed product construction for von Neumann
algebras. We will discuss this construction in this section. The interested
reader can find more details in [Tak03a, Chapter X], [Bla06, Section III.3.2]
and [Sau77].

Let N be a von Neumann algebra and G ~* N an action by automorphisms. We
say that G ~* N is continuous in the pointwise s.o. topology if the associated
group morphism o : G — Aut(NN) is continuous for this topology, i.e.

lim [ay ()€ — an(z)¢]] = 0

g—h
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for every x € N and every £ € H. Note that the pointwise s.o. topology on
Aut(N) coincides with the pointwise w.o. topology and the pointwise strong*
operator topology. The analogue of a C*-dynamical system is now the following.

Definition 2.4.34. A von Neumann dynamical system or a von Neumann
covariant system is a triple (G, N, a) consisting of a locally compact group G,
a von Neumann algebra N and an action G ~* N by automorphisms that is
continuous in the pointwise s.o. topology.

Fix a von Neumann dynamical system (G,N,«) and suppose that N C
B(#). Similarly as with the reduced crossed product, we define a covariant
representation (74, u) of this dynamical system on K = L?(G) @ H = L%(G;H)
by

(Ta(2)6) () = a7 H(x)€(t)  and  (ugd)(t) = E(g ')
for x € M and g,t € G. The crossed product is now the following.

Definition 2.4.35. The crossed product N x G of the von Neumann dynamical
system (N,G,«) is the von Neumann algebra generated by the operators

{uglgeq and {mo(2)}zen, i-e.

W.O.
N x G = span{ugma () }gec aeN

As is to be expected, the crossed product is independent of the chosen normal,
faithful representation of N above (see [Tak03a, Theorem X.1.7]). In what
follows, we will identify N with its inclusion in the crossed product M = N x G.
Note that the group von Neumann algebra L(G) is just to the crossed product
where N = C.

Denote by K(G; N) the algebra of compactly supported functions f: G — N
that are continuous on the strong* operator topology. For f € K(G; N) we put

(a0 3 0)(f) :/ o (f() dt.

G

The following is [Tak03a, Lemma X.1.8].

Theorem 2.4.36. Let (G, N, o) be a von Neumann dynamical system. Then,

w.o.

N %G ={(ma @ u)(f)}rex(c:n)

Moreover, one can prove that every von Neumann dynamical system (G, N, o)
admits a w.o. dense C*-subalgebra A/ C N such that G ~ N is point-norm
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continuous and hence (G,N,0) is a C*-dynamical system. It follows that
N %, G is a w.o. dense C*-subalgebra in N x G (see [Bla06, Theorems I11.3.2.4
and I11.3.2.7]).

Defining multiplication and involution on IC(G; N) by

(f+9)(1) =:j2<ls(f@8))g(8_l)dt and  f7(t) = 6a(t) Lo L(f(ETY))

for f,g € K(G;N) and t € G, the map 7, X u becomes an injective *-morphism.
Identifying IC(G; N) with its image under 7, X u we have

<mm=é%mmmﬁws (2.4.3)
for fe K(G;N), (e Kandt € G.

Let ¢ be a weight on N. Then, one can construct a so-called dual weight ¢ on
the crossed product M = N x G (see [Tak03a, Theorem X.1.17]). It satisfies

o(f) = ¢(f(e))
for every f € K(G;N).

Fixing a standard representation (N, M, J,, P,) for N, the crossed product is
in standard representation on K = L?(G) ® H,,, where the modular conjugation
J is given by

(JEt) = da(t) " 2U, (1) JpE(t ™),
for £ € K and a.e. t € G, where U,(t) € U(H) denotes the canonical unitary
implementation of the automorphism «f € Aut(N) (see Theorem 2.4.25). The
modular automorphism group is given by

of (z) = of (2) and o (u,) = c(9) uyg[D(poay): Dely,  (2.4.4)
for x € N, g € G and t € R. Here, [D(p 0 ay) : Dy|; denotes the Connes
cocycle derivative of ¢ o oy with respect to ¢. See [Tak03a, Lemma X.1.13
and Theorem X.1.17] for proofs of these facts.

The group measure space construction

As with the crossed product for C*-algebras, the case that the base algebra N
is abelian is an interesting special case. Recall that every abelian von Neumann
algebra is of the form L*°(X, ) for some measure space u. Moreover, by
[Mac62], every pointwise s.o. continuous action is induced by a measurable
action G ~ (X, p).

We work with the following ‘well-behaved’ measure spaces.
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Definition 2.4.37. A standard Borel space X is a complete, separable metric
space X equipped with the Borel o-algebra. If p is a measure on X, then we
call the pair (X, u) a standard measure space. If p is a probability measure,
then we call (X, u) a standard probability space.

One can prove that all standard Borel spaces are either countable (equipped
with the discrete o-algebra), or isomorphic to R equipped with the typical Borel
o-algebra. All standard probability spaces (X, u) are isomorphic to the interval
[0,1] equipped with the Lebesgue measure, a discrete measure, or a convex
combination of both. In the rest of this thesis, we will assume all measure
spaces to be standard measure spaces. Moreover, we will assume all measures
to be o-finite.

Given two measure spaces (X1, u1) and (Xa, p2), a Borel isomorphism 6 :
X7 — Xy is a bijective bimeasurable map. We say that 6 is nonsingular
if # maps nullsets to nullsets. We say that 6 is measure preserving (mp) if
O.pi1 = p1 0 071 = po. We say that 0 is probability measure preserving (pmp) if
it is measure preserving and p; are probability measures.

For actions of groups on measure spaces, we have the following terminology.

Definition 2.4.38. Let G be a locally compact group and (X, u) a standard
measure space. An action G ~ (X, p) is called Borel if the map G x X — X :
(g,x) — gx is Borel. We say that

(a) G~ (X, pu) is nonsingular if u(gF) =0 for all g € G and all Borel sets
E C X with u(E) =0,

(b) G~ (X, p) is measure preserving (mp) if p(gF) = p(F) for all g € G
and all Borel sets F C G,

(¢) G ~ (X,u) is probability measure preserving (pmp) if it is measure

preserving and p is a probability measure.

A nonsingular action G ~ (X, 1) on a standard measure space induces a s.o.
continuous action « of G on A = L (X, ) by *-automorphisms given by

ag(f)(z) = f(g~'z)

for all f € A, g € G and a.e. x € X. The covariant representation (m,,u) of
(A,G,a) on K = L*(G) ® L*(X) as above is then given by

(Ta())O)(t, ) = ft2)é(t,z)  and  (ug€)(t,z) = E(9™ 't )
foré ek, feA geG,ae teGandae zeX.
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Let

.0.

M=AxG= span{ugwa(f)}gegyfeAw

be the crossed product. The measure p induces a natural normal, semifinite
(tracial) weight ¢ given by

o(f) = /X f(x) du.

Since (A,LQ(X)7 Jl,LQ(X)"’) is a standard representation, where J; is given
by taking pointwise complex conjugation, we have that M is in standard
representation on K, where the modular conjugation is given by

_ 1/2
M(m)) ).

9t = ety (L

Again, identifying f € A with the operator m,(f) € M, the modular
automorphism group with respect to the dual weight ¢ is given by

d(g~! m)“

D=l i) = ety (1

We will now describe conditions on the action G ~ (X, ) under which the
crossed product is a factor. For this, we need the following terminology.

Definition 2.4.39. Let G be a locally compact group and (X, u) a standard
measure space. Suppose that G ~ (X, 1) is a nonsingular action. We say that
(a) the action G ~ (X, p) is free if gx # x for all x € X and all g € G\ {e},
(b) the action G ~ (X, ) is essentially free if
{reX|3geG\{e}:gx =2z}
is a null set.
(c¢) the action G ~ (X, p) is ergodic if every measurable G-invariant subset
A C G satisfies p(A) =0or p(G\A) =0
Note that the set {x € X | 3g € G\ {e} : g = x} in the definition above is
Borel by [MRV13, Lemma 10].

Sauvageot proved the following result in [Sau77, Proposition 2.1].

Theorem 2.4.40. Let G ~ (X, p) be a nonsingular action of a locally compact
group on a standard measure space. Denote A = L>(X,u) and let M = A% G.
If G ~ (X, ) is essentially free, then
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(a) A is a maximal abelian subalgebra (MASA), i.e. A’NM = A,
(b) Z(M)= A, where AS = {f € A| ay(f) = f}.

In particular, if G ~ (X, ) is essentially free and ergodic, then M is a factor.

It is important to note that M can be a factor while G ~ (X, 1) is not essentially
free. Indeed, the group von Neumann algebra can be a factor, while the action
of G on a single point is never free.

In the case of discrete groups, the type of the crossed product can be
characterized on the level of the action. A proof of this result can be found in
[Tak79, Theorem V.7.12].

Theorem 2.4.41. Let G be a countable, discrete group and G ~ (X, ) be a
nonsingular action on a standard measure space. Suppose that G ~ (X, u) is
essentially free and ergodic. Let M = L>(X, p) x G, then

(a) M is of type I if and only if X contains an atom xy € X,

(b) M is of type II; if and only if X contains no atoms and there exists an
invariant probability measure v in the same measure class as i,

(c¢) M is of type Il if and only if X contains no atoms and there exists an
invariant measure v in the same measure class as p that is not finite,

(d) M is of type I if and only if X contains no atoms and there exists no
invariant measure in the same measure class as p.

For locally compact groups, Sauvageot proved the following theorem in [Sau77,
Proposition 3.3].

Theorem 2.4.42. Let G ~ (X, i) be a nonsingular action of a locally compact
group on a standard measure space. Suppose that G ~ (X, u) is essentially free
and ergodic and let M = L>=°(X, ) x G.

(a) If G is nondiscrete, then M is not finite.

(b) M is semifinite if and only if there exists a measure v in the same
measure class as p such that
g-v=2dc(g)v
forall g € G.
In particular, if G is a nondiscrete group and (X, p) is such that g - p = da(9)p,

then M is of type I, or Il,. This holds in particular if G is unimodular and
G ~ (X, ) is measure preserving.
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The continuous core

Typically, semifinite von Neumann algebras are easier to study than nonsemi-
finite ones. Connes and Takesaki succeeded in [CT77] to associate to every (not
necessarily semifinite) von Neumann algebra a canonical semifinite one, called
the continuous core, which still contains a lot of information about the original
von Neumann algebra, while being easier to study. In this section, we discuss
this construction. The presentation here is based on [Tak03a, Chapter XII].

Let M be a von Neumann algebra. Fix a faithful, normal, semifinite weight ¢
on M. The modular automorphism group defines a von Neumann dynamical
system (R, M, o¥), allowing the construction of a crossed product.

Definition 2.4.43. Let M be a von Neumann algebra and ¢ a faitful, normal,
semifinite weight on M. The continuous core c¢,(M) of M with respect to ¢ is
the crossed product M x,¢ R.

We denote by L, (R) the canonical subalgebra L(R) C ¢, (M).

Using Connes’ cocycle derivative theorem it is not hard to prove that for any
two faithful, normal tracial weights ¢ and 1, we have ¢, (M) = ¢, (M). Because
of this, we will usually denote the continuous core by ¢(M) and only write
¢, (M) if we need the concrete realization of the continuous core for the weight

®.
Using (2.4.4) and the fact that ¢ o of for t € R, one checks that the modular
automorphism group for the dual weight ¢ on ¢, (M) is given by of = Ad(u)
and hence that ¢, (M) is semifinite. Denote the trace by Tr,,.

Viewing Rg as the dual group of R, there exists a so-called dual action Rar A7
¢, (M) satisfying

Os(z) =z and 0, (uz) = s"uy

for s € R, t € Rand x € M (see [Tak03a, Theorem XII.1.1]). This action
satisfies

Tr, o0, =s Tr,.
Moreover, M ® B(L?*(R)) = c,(M) xg Ry. (In particular, M = c,(M) x R{
if M is a factor of type Il or type III.)

If M is a factor, then 6% induces an ergodic action R§ n% Z(c,(M)) called the
flow of weights (see [Tak03a, Corollary 1.4]). Using that Z(c,(M)) is abelian,
we identify this flow with the induced action of Ry on a standard probability
space (X, ). The remarkable discovery of this flow is due to Takesaki in [Tak73].
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The factor M is of type I or II if and only if this action is isomorphic to
R ~ R{. If M is of type III, this action can be used to define the following
finer classification. This classification is originally due to Connes in [Con73]. Its
link with the flow of weights as presented here is due to Connes and Takesaki
in [CTT77].

Definition 2.4.44. Let M be a type III factor. Then, we are in one of the
following cases.

(a) We say that M is of type type I1I; if the flow of weights is isomorphic
to the action R{ ~ {z} on a single point.

(b) We say that M is of type III, if the flow of weights is isomorphic to the
action Ry ~ R{ /A% with 0 < A < 1.

(¢c) We say that M is of type III if the flow of weights is properly ergodic,
i.e. every orbit has measure zero.

2.4.6 Tensor products

Just as in the case of the group von Neumann algebra and the crossed product,
there is only one notion of tensor products of von Neumann algebras that makes
sense.

Definition 2.4.45. Let M C B(H) and N C B(K) be two von Neumann
algebras. The (von Neumann) tensor product M ® N is the von Neumann
algebra on B(H ® K) generated by M ®a1 N, i.e.

w5 a7 W.O0.

M®N=MQu; N

One can prove that the tensor product defined above is independent of the
chosen representation of the von Neumann algebras (see for instance [Bla06,
Theorem II1.1.5.4]).

We will use the following example multiple times throughout this thesis.

Example 2.4.46. Let (X, u) and (Y, v) be two standard probability spaces.
Then,
LX) @ LY, v) 2 L®(X xY,u®v).

More generally, if M is a von Neumann algebra on B(#), then the tensor
product L>®(X, u) ® M can be viewed as the von Neumann algebra of bounded
measurable M-valued functions on X, acting on L (X, u; H) by multiplication.
This fact can be found in [Tak79, Section IV.7] and [Bla06, p. 111.1.5.6].
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A proof for the following easy result can be found in [Bla06, Proposi-
tion I11.1.5.10]

Proposition 2.4.47. Let M and N be von Neumann algebras. Then, M & N
is a factor if and only if both M and N are factors.

The following is a surprisingly deep theorem. The first proof of this theorem
was one of the first applications of Tomita-Takesaki modular theory. Nowadays,
there are also more elementary proofs (see for instance [Tak79, Theorem IV.5.9]).

Theorem 2.4.48 (Commutation theorem for tensor products). Let M C B(H)
and N C B(K) be two von Neumann algebras. Then,

(M®N) =M BN

A consequence of the previous theorem is the following (see [Bla06, Corol-
lary 111.4.5.9]).

Corollary 2.4.49. Let M; C B(H;) be von Neumann algebras for i = 1,2.
Then,
(My; ® Ma) N (N7 ® No) = (M1 N Ny) ® (Ma N Na).

Similar to completely bounded maps on minimal tensor products of C*-algebras,
normal completely bounded maps on von Neumann algebras induce normal
completely bounded maps on tensor products. A proof can be found in [Tak79,
Proposition IV.5.13].

Theorem 2.4.50. Let My, Ms, N1 and Ny be von Neumann algebras. Given
normal c.b. maps ®; : My — N;, there exists a unique normal c.b. map

D1 @ Py : My ® My — N1 ® Na

satisfying (1 @ ®2)(x1 ® x2) = P1(x1) @ Po(x2) for x; € M;. Moreover,
[®1 @ P2, = [|P1]p [|P2]]

For normal linear functionals, the previous yields the following result (which
can also be proven directly by writing ¢ and 1 as vector states).

Corollary 2.4.51. Let M and N be two von Neumann algebras. Let p : M — C
and ¥ : N — C be two normal linear functionals. Then, there exists a normal
linear functional

pRYP: M@N—C

satisfying (¢ @ Y)(x @ y) = p(x)v(y) for x € M and y € N. Moreover,
le@ | = llellllvll- If ¢ and 3 are tracial, then also ¢ ® v is tracial.
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2.4.7 Modules over von Neumann algebras

Modules, and in particular bimodules, are an important tool in the study of von
Neumann algebras. The notion of bimodules (originally called correspondences)
is originally due to Connes in the 1980, motivated by his work on property (T)
for von Neumann algebras [CJ85]. His original notes were never published, but
his motivation and the original applications can be found in his book [Con94,
Appendix V.B]. The results in this section are based on [AP14, Chapter 12]
and [Tak03a, Section IX.3].

Definition 2.4.52. Let M and N be von Neumann algebras.

(a) A left M-module is a Hilbert space H equipped with a normal, unital
s-morphism 7, : M — B(H).

(b) A right M -module is a Hilbert space H equipped with a normal, unital
s-morphism 7, : M°P — B(H).

(¢) An M-N bimodule is a Hilbert space H that is both a left M-module
and a right N-module such that the representations 7, : M — B(H)
and 7, : N°° — B(H) commute.

Here, M°P denotes the algebra M with the same addition, but opposite
multiplication, i.e. °Py°P = (yx)°?. When H is a left M-module, a right N-
module or an M-N-bimodule, we denote the resulting operations by x§ = my(z)¢,
&y = 7 (y)€ and x&y = me(x) 7, (y)& respectively. Note that the commutativity
for the representations 7, and 7, in the definition of a bimodule precisely means
that x(€y) = (z€)y, so that the notation z€y is well defined.

The easiest example of an M-M bimodule is the module given by the GNS-
representation. Indeed, if ¢ is a faithful, normal, semifinite weight on M,
then the GNS-Hilbert space L?(M, ¢) is naturally a bimodule for the actions
z&y = xJy*JE, where J denotes the modular conjugation. This bimodule is
called the trivial bimodule.

Another example is the following. If M and N are two von Neumann algebras
with faithful, normal, semifinite weights ¢ and v respectively, then the Hilbert
space L?(M, ) @ L*(N,) is an M-N-bimodule for the operations

z(@n)y =x{@ Jy*Jn,

where again J denotes the modular conjugation. This module is called the
coarse M -N -bimodule.

If H and K are two M-N-bimodules, then we say that H is isomorphic or
unitarily equivalent to K if there exists a unitary U : H — K that intertwines
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both the left M- and the right N-operation, i.e. x(U&)y = U(z€y) for all £ € H,
all z € M and all y € N. We say that H is contained in I and write H < K if
‘H is isomorphic to a closed subspace H' C K that is satisfying aH'y C H' for
allz € M and y € N.

There is also a weaker notion of containment for bimodules of von Neumann
algebras. Readers familiar to group representations will see that this notion is
an analogue of weak containment for group representations. The definition of
weak containment and the related notion of the Fell topology on the level of
bimodules is due to Connes and Jones in [CJ85]. The definition given here can
be found in [Ana95]. Given an M-N-bimodule H and £ € H, we call the map

M@algN%C:x®yH<x€y7§>

a positive coefficient of the bimodule H.

Definition 2.4.53. Let M and N be two tracial von Neumann algebras. We
say that an M-N-bimodule H is weakly contained in an M-N-bimodule X and
write H < KC if the positive coeflicients of H can be approximated by the finite
sums of positive coefficients of IC, i.e. if for all £ € H, all € > 0 and all finite
subsets £ C M and F' C N, there exist 71, ...,n, € K such that

n

(xﬁy, §> - Z <$771317 ’r]z>

i=1

<e

forallz € Fand y € F.

Every M-N-bimodule H gives rise to a -representation 7y : M ®a1a N — B(H).
Weak containment can also be expressed in terms of the norms of these *-
representations. See [Ana95] for details.

Theorem 2.4.54. Let M and N be two von Neumann algebras. Suppose that
H and K are two M-N bimodules. Then, the following are equivalent

e H<K,
o ||mu(x)| < ||mic(x)| for all z € M ®qi9 N.

One can easily prove that an M-M-bimodule H of tracial von Neumann algebras
M contains the trivial bimodule L?(M) if and only if H admits an M-central
and tracial vector, i.e. a vector £ € H such that 2§ = £z and (z€,§) = 7(x) for
all x € M. The following theorem states that weak containment of the trivial
bimodule is characterized by the existence of almost M-central vectors that are
almost tracial. A proof can be found in [AP14, Proposition 12.3.11].
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Proposition 2.4.55. Let (M, 7) be a tracial von Neumann algebra, N C M
a von Neumann subalgebra and H an M-N-bimodule. Then, the trivial M-N -
bimodule L*(M) is weakly contained in H if and only if there exists a net of
vectors (&;); in H such that

lim [[2& — &zl =0 and lim 7(x) = (&, &)

forallx € N.

Right bounded vectors and Connes’ tensor product

Let N be a von Neumann algebra with faithful, semifinite, normal weight ¢ and
H aright N-module. Denote by L?(N, ) the GNS-Hilbert space. As mentioned
before, this subspace is naturally a right N-module for the module operation
defined by ¢x = Jz*J¢ for x € N and & € L?(N, ¢). Writing N, (w) = Jny(z*)
for z € nf, = {z € N | p(2x") < 00}, we have

n,(2)y = ng,(xy)
for all z € n, and y € N.

For every £ € H, the (possibly unbounded) operator
n,(ny) = H:n,(z) = &x
is densely defined operator L?(N, ) — H. We denote this operator by Le.

Definition 2.4.56. Let NV be a von Neumann algebra and H a right N-module.
A vector £ € H is called right bounded if L¢ is a bounded operator, i.e. if there
exists a C' > 0 such that [|{z]| < C'|[n,(z)| for any = € n,.

We denote by H° the space of right bounded vectors. This space is dense in
H (see [Tak03a, Lemma IX.3.3]). The map & — L¢ gives an identification of
H° with a subspace of B(L*(N, ¢)n,Hny) of bounded operators L?(N, ) — H
that commute with the right N-module operation. If ¢ is a state, the image of
this map is the whole of B(L*(N,¢)n, Hy).

Given &,m € H?, the operator L¢Ly € B(LQ(N, g@)) commutes with the right N-
module operation on L?(N, ) and hence L¢L, € N. This allows the definition
of the following N-valued inner product on H" by

(€ mar = LyLe

for &,m € HO.
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The following construction is due to Connes. If I is a left N-module, then we
define a positive, symmetric sesquilinear form on #° ®alg H by

(&1 @m, & @m2) = (&1, &) py My m2) = (L, Le,m,m2)

for £1,& € H and 1,712 € K. By separation and completion, we obtain a
Hilbert space H @nx K. We will denote the projection of an elementary tensor
E@mnfor £ € HY and n € K by € @y 1. Note that

§x QNN =N
for ¢ € H°, p € K and 2 € N.

If H is an M-N-bimodule and K is an N-P-bimodule, then H ®xn K is an
M-P-bimodule for the operations

z(§E@N Ny = xE QN NY.

This bimodule is called the (Connes) tensor product or composition of H and K.
More details on this construction can be found in [Tak03a, Corollary I1X.3.8].

2.4.8 Amenability and relative amenability

In this section, we introduce a notion of amenability for von Neumann algebras.
This notion was first introduced by J. Schwartz [Sch63] under the name Property
(P). The definition used here was proven to be equivalent to this notion of
property (P) by Hakeda and Tomiyama in [HT67]. More details on the notions
in this section can be found in [Bla06, Section IV.2] and [Tak03b, Chapter XVI].

Definition 2.4.57. A von Neumann algebra M C B(#H) is said to be amenable
or injective if there exists a (not necessarily normal) conditional expectation
E:B(H)— M.

This notion is independent from the chosen representation by the following
proposition. A proof can be found in [AP14, Proposition 10.2.2].

Proposition 2.4.58. A von Neumann algebra M is injective if and only if
for every inclusion A C B of unital C*-algebras, every u.c.p. map ® : A — M
extends to a u.c.p. map B — M.

Obviously, B(H) is an amenable von Neumann algebra for every Hilbert space
‘H. Also abelian von Neumann algebras are amenable (see for instance [Bla06,
Corollary 1V.2.2.10]).
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For a countable group T, the group von Neumann algebra L(T") is amenable if
and only if I' is amenable (see for instance [AP14, Theorem 10.1.3]). Also, the
group measure space construction L>°(X) x I' for a pmp action I" ~ (X, ) of
a discrete group is amenable if and only if I" is amenable.

When G is not countable, the situation is once again more complicated. Similarly
to the situation of the reduced crossed product, L(G) can be amenable even
though G is not amenable. Indeed, for instance the group von Neumann algebra
of all connected groups is amenable (see [Con76, Theorem 6.9]). However, Lau
and A. L. T. Paterson proved the following result in [LP91, Corollary 3.2].

Theorem 2.4.59. Let G be a locally compact group G, then the following are
equivalent.

(i) G is amenable,

(1) G is inner amenable and L(G) is amenable.

Just as for amenability of groups, there exist many different characterizations
of amenability for von Neumann algebras. We mention the following
characterization for tracial von Neumann algebras. If N C M is an inclusion
of von Neumann algebras, then we say that a state ¢ : M — C is N-central if
o(zy) = ¢(yx) for every x € N and y € M. A proof can be found in [AP14,
Proposition 10.2.5].

Theorem 2.4.60. A tracial von Neumann algebra (M, T) is amenable if and
only if there exists an M-central state Q0 : B(L*(M)) — C such that Q|y = 7.

The following famous theorem of Connes from [Con76] establishes that all
amenable von Neumann algebras are approximately finite dimensional.

Theorem 2.4.61. A von Neumann algebra M is amenable if and only if it is
approximately finite dimensional or hyperfinite, i.e. there exists an increasing
sequence (M), of finite-dimensional von Neumann subalgebras such that|J,, M,
is w.o. dense in M.

The approximately finite dimensional factors (and hence the amenable factors)
are completely classified by their type and (in the type III case) by their flow
of weights. The II; case was already proven by Murray and von Neumann in
[MvN43]. The type III case was only obtained much later. In [Con75a; Con75b;
ConT76] Connes was able to prove the uniqueness of the AFD factors of type
Il and type III for 0 < A < 1. In [Haa87] Haagerup was finally able to settle
the type III; case.
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Theorem 2.4.62. We have the following.

(a) For every type I, (n=1,2,...,00), I}, I, III, (0 < X< 1), there
exists exactly one approximately finite dimensional factor of that type.

(b) For every properly ergodic action Ry ~ (X, ), there exists evactly one
hyperfinite factor such that its flow of weights is isomorphic to this flow.

In particular, all group von Neumann algebras of all countable, amenable, icc
groups and all group measure space constructions for free, ergodic, pmp actions
of countable groups are isomorphic.

Relative amenability

A relative version of amenability for tracial von Neumann algebras was
introduced by Popa in [Pop86]. More details can be found in [OP10b, Section 2.2]
and [AP14, Paragraph 12.4.3].

Let (M, ) be a tracial von Neumann algebra and B C M a subalgebra. The
Jones basic construction for B C M is the von Neumann algebra (M,eg) C
B(L?(M)) generated by M and the orthogonal projection ep from L?*(M)
onto the subspace L?(B). Jones [Jon83] proved that (M, ep) = B(L*(M)) N
(JBJ)', where J is the modular conjugation of M (see for instance [AP14,
Proposition 9.4.2]). Moreover, (M, ep) is a semifinite von Neumann algebra
(see [AP14, Section 9.4]).

Popa introduced the following notion and proved the equivalent characterizations
below in [Pop86, Theorem 3.2.3]. A proof can also be found in [OP10b,
Therem 2.1].

Theorem 2.4.63. Let (M, 7) be a tracial von Neumann algebra and B C M a
von Neumann subalgebra. Then, the following are equivalent.

(i)  There exists a conditional expectation ® : (M,eg) — M.

(ii)  There exists an M-central state 2 : (M,ep) — C such that Q|y = 7.
We say that M is amenable relative to B if one the these conditions is satisfied.

Note that M is amenable relative to C if and only if M is amenable. By
[OP10b, Theorem 2.4 (3)], it follows that M is amenable relative to an amenable
subalgebra if and only if M itself is amenable. If (T', N, «) is a von Neumann
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dynamical system with I" a countable group, N a tracial von Neumann algebra
and I' n* N trace-preserving, then the crossed product M = N x T is amenable
relative to NV if and only if I' is amenable (see [Ana79, Proposition 4.1] or [Pop86,
Theorem 3.2.4 (3)]).

Amenability for bimodules

In [PV14a, Definition 2.2], Popa and Vaes introduced an even more general
notion of amenability on bimodules.

Theorem 2.4.64. Let (M, 1) and (Q,T) be tracial von Neumann algebras and
P C M be a von Neumann subalgebra. Suppose that H is an M-Q-bimodule.
Denote by 7, : Q°P — B(H) the representation from the right Q-operation and
set M = B(H)Nm.(Q°P)'. Then, the following are equivalent.

(i)  There exists a P-central state Q3 : M — C such that Q|p = 7.

(i)  There exists a conditional expectation ® : M — P such that
Oy = Ep, where Ep : M — P denotes the unique trace preserving
conditional expectation.

If one of the above conditions hold, then we say that H is left P-amenable.

Note that M is amenable relative to a subalgebra B if and only if the M-B-
module L?(M) is left M-amenable.

2.4.9 Solidity, strong solidity and stable strong solidity

In this section, we discuss several versions of solidity properties. Solidity
properties are indecomposability properties for von Neumann algebras. The
first such property was introduced by Ozawa in [Oza04] for finite von Neumann
algebras. The version for general von Neumann algebras was introduced by
Vaes and Vergnioux in [VVO07, Definition 2.2]. Recall that a von Neumann
algebra is called diffuse if it does not contain any minimal projections.

Definition 2.4.65. A von Neumann algebra M is called solid if for any diffuse
von Neumann subalgebra A C M with expectation, its relative commutant
A’ N M is amenable.

As mentioned in the introduction, it was proved in [Oza04, Theorem 1] that
the group von Neumann algebra of all countable, discrete groups in class S are
solid. Solidity for nonamenable factors implies primeness in the following sense.
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Definition 2.4.66. A factor M is called prime if it can not be decomposed as
a tensor product M = M; ® My for factors M; and My not of type I.

The notion of primeness was originally introduced by Popa in [Pop83], where
he proved that the group von Neumann algebra L(Fg) of the free group Fg on
an uncountable number of generators is prime. The same result for group von
Neumann algebras L(F,,) of the free groups F,, on finite and countable number
of generators was first proven by Ge in [Ge98].

A stronger version of solidity was introduced by Ozawa and Popa in [OP10b].
Recall that given a von Neumann subalgebra A C M, its normalizer is Ny (A) =
{u eU(M) | uAu* = A}.

Definition 2.4.67. A von Neumann algebra M is called strongly solid if for
every diffuse, amenable von Neumann subalgebra A C M with expectation, we
have that the normalizer Nps(A)” remains amenable.

By [CST78, Corollary 8] every diffuse von Neumann subalgebra with expectation
contains an amenable (even abelian), diffuse subalgebra with expectation. Hence,
as the name suggests, strong solidity implies solidity. Moreover, strong solidity
in nonamenable von Neumann algebras also implies the absence of a Cartan
subalgebra. In particular, nonamenable, strongly solid von Neumann algebras
can not be decomposed as a group measure space von Neumann algebras.

In [OP10a, Corollary B], it was proven that the free group factors L(F,,) for
2 < n < 400 are strongly solid. This provided a unified proof for Voiculescu’s
result [Voi96, Theorem 5.3] that L(FF,,) does not contain any Cartan subalgebra
and Ozawa’s result in [Oza04] that L(TF,) is solid.

Motivated by the fact that strong solidity is not preserved under infinite
amplifications (i.e. taking a tensor product with B(#)), Boutonnet, Houdayer,
and Vaes introduced the following even stronger property. Recall that the stable
normalizer N3;(A) of a subalgebra A C M is given by

N3(A)={x e M| zAz* C A and z*Az C A}

Definition 2.4.68. A von Neumann algebra M is called stably strongly solid if
for every diffuse, amenable von Neumann subalgebra A C M with expectation,
we have that the stable normalizer N3, (A)” remains amenable.

It was proven in [BHV18, Theorem 3.8] that, among others, the free group
factors L(FF,,) for 2 < n < +o0o are stable strongly solid.

The following result is [BHV18, Lemma 3.4].
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Proposition 2.4.69. Let M be a von Neumann algebra and A C M a von
Neumann subalgebra.

(a) For every projection p € A, we have pN3;(A)p = Ny, (pAp).

(b) For every infinite dimensional Hilbert space, we have

" 1"

Ni(A)" & B(H) =Ny 5 5 (AB BH))" = Ny 5 s (AB BH))".

Using the previous, one proves that stable strong solidity is stable under
amplifications. See [BHV18, Corollary 5.2] for a detailed proof.

Theorem 2.4.70. Any diffuse von Neumann algebra M is stably strongly solid
if and only if its infinite amplification M ® B(H) is strongly solid, where H is
any infinite dimensional Hilbert space.

2.5 Countable equivalence relations

Motivated by the work of Dye [Dye59; Dye63] and Krieger [Kri69a; Kri69b] on
orbit equivalence relations of group actions, Feldman and Moore introduced
the notion of a countable, Borel equivalence relation. We will discuss parts
of the theory about countable, Borel equivalence relations below. As we will
see, many notions for these relations have an analogue in the theory of von
Neumann algebras. We refer to [FM77a; FM77b] for more details.

Definition 2.5.1. Let X be a standard Borel space and R an equivalence
relation on X. We say that
(a) the equivalence relation R is countable if all equivalence classes of R
are countable,
(b) the equivalence relation R is Borel if R C X x X is a Borel subset
The main examples of countable, Borel equivalence relations are the following.

Let I' ~ X be an action by Borel automorphisms of a countable group I'. Then,
the orbit equivalence relation R(I' ~ X) defined by

ROC~AX)={(gz,z) e X x X |geTl,ze X}

is a countable, Borel equivalence relation. By [FM77a, Theorem 1] every
countable equivalence relation R is actually the orbit equivalence relation of
some group action. However, this action is not canonical and many notions and
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constructions only depend on the countable equivalence relation, and not on
the underlying group action. As we will see in Section 2.5.3 the group measure
space construction by countable groups is an example of such a construction. As
a result, many constructions are more natural when stated in terms of countable
equivalence relations instead of in terms of group actions.

Let R be a countable, Borel equivalence relation. For x,y € X, we will write
x~gyorz~yif (x,y) € R. We denote by p; and ps the projections from R to
X on the first and second coordinate respectively. These maps are bimeasurable
by [Kec95, Theorem 18.10]. Given a measurable set E C X, we define the
R-saturation of E as [Elg = {r € X |y € E: x ~ y}. For any Borel subset
E C X, we denote by R|g = RN (E X E) the restricted equivalence relation.
We denote R = {(z,,2) € X x X x X | z ~y ~ z}. Note that R is also
a Borel subset.

When the measurable space X is endowed with a (o-finite) measure p, one
defines the following.

Definition 2.5.2. Let (X, p1) be a standard measure space and R a countable,
Borel equivalence relation on X. The relation R is said to be nonsingular for p
if for all measurable E C X with p(E) = 0, we have p([E]g) = 0.

It is clear that nonsingularity only depends on the measure class of p in the
sense that if y/ is another measure in the same measure class of 1 (meaning
that p and p’ have the same sets of measure zero), then R is nonsingular for p’
if and only if it is nonsingular for p. It is also clear that an orbit equivalence
relation R(I' ~ X) is nonsingular if and only if ' ~ (X, i) is nonsingular.

In what follows, we will always assume all countable equivalence relations to be
Borel and nonsingular.

Given a set W C R, we denote its sections by
WNV={yeX|(x,y) e W} and Wy ={z e X | (z,y) e W}
for z,y € X. We define the following notions for sets with ‘small’ sections.

Definition 2.5.3. Let R be a countable equivalence relation on a standard
measure space (X, u). A Borel subset W C R is called bounded if the number
of elements in its sections is bounded, i.e. if there exists a C' > 0 such that
|« W| < C and |W,| < C for ae. z,y € X.

We call a Borel subset W C R locally bounded if for every € > 0 there exists a
Borel subset £ C X with u(X \ E) < € such that WN (E x E) is bounded.

To any countable equivalence relation, one associates the following group and
pseudogroup.
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Definition 2.5.4. Let R be a countable equivalence relation on a standard
measure space (X, ). The full group [R] is the group of all Borel automorphisms
¢ : X — X, identified up to almost everywhere equality, for which graph ¢ =
{(¢p(z),z)}rex is contained in R.

The full pseudogroup [[R]] is the set of all partial Borel automorphisms ¢ : A —
B for Borel sets A, B C X for which graph ¢ is contained in R. Again, these
partial automorphisms are identified up to almost everywhere equality.

Using [Kec95, Theorem 18.10], one checks that R can be written as a countable
union R = | J; graph ¢; of elements ¢; € [R]. Moreover, if we allow ¢; to be in
[[R]], then we can assume the union to be disjoint. Every bounded Borel subset
W C R can be written as a finite union of graphs of elements in [[R]].

An important class of countable equivalence relations is the following.

Definition 2.5.5. A countable equivalence relation R on a standard probability
space (X, p) is called ergodic if for any measurable E C R with E = [E]g up
to null sets, we have u(E) =0 or u(X \ E) =0.

Ergodic countable equivalence relations play the same role in the theory of
countable equivalence relations as factors do in the theory of von Neumann
algebras. Indeed, every countable equivalence relation can be decomposed into
ergodic ones as explained in [FM77a, p. 297]. Moreover, we will see that under
the construction in Section 2.5.3 ergodic countable equivalence relations are
precisely the ones that give rise to factors.

The notion of isomorphism for countable equivalence relations is the following.

Definition 2.5.6. Let R and Rs be countable equivalence relations on (X7, p1)
and (Xa, p2) respectively. A Borel isomorphism 6 : X; — X5 is called an
isomorphism of countable equivalence relations if ([z|r,) = [0(z)]r, for a.e.
x € X; and if 0,1 and po belong to the same measure class.

The condition 0([z]r,) = [f(x)]r, for a.e. z € X; is equivalent to (6 x
0)(R1) = R2 up to null sets when we equip X x X with the measure
(counting measure on X) @ p and Y x Y with (counting measure on Y) ® v.
Obviously, if 6 is an isomorphism of countable equivalence relations then
@+ 0opoh!is an isomorphism of the associated full (pseudo-)groups.

Two nonsingular actions I'y ~ (X1, 1) and T's ~ (Xa, p2) are called orbit
equivalent if their orbit equivalence relations R(I'; ~ X7) and R(T'2 ~ X5) are
isomorphic. An isomorphism between these orbit equivalence relations is called
an orbit equivalence.
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A weaker notion of isomorphism is the following. If R is a countable equivalence
relation on (X, pu) and E C X is a Borel subset, then we denote by R|p =
RN (E x E) its restriction to E.

Definition 2.5.7. Let R and Rs be countable equivalence relations on (X7, p1)
and (Xa, p2) respectively. We say that R is stably isomorphic to Ro if there
exist measurable subsets F; C X, of positive measure such that the restrictions
Rilg, and Rs|E, are isomorphic.

If Ry and Ry are stably isomorphic, then we write R =, Ro.

2.5.1 The counting measure

One defines two natural o-finite measures on R.

Definition 2.5.8. Let R be a countable equivalence relation on a standard
measure space (X, ). We define the left (resp. right) counting measure vy (resp.
V) on R by

W) = [ LW dute)  and n 00 = [l duty)

for any measurable set YW C R. Here, as before, ,W = {y € X | (z,y) € W}
and W, ={zx € X | (z,y) € W}.

By [FM77a, Theorem 2], both the left and the right counting measures are
indeed well-defined o-finite measures. Note that v, and v, are the restrictions of
1@ (counting measure on X) and (counting measure on X)®u to R respectively.

The measures v, and v, belong to the same measure class. The Radon-Nikodym
derivative D = dvy/ dv, is called the Radon-Nikodym cocycle of R with respect
to u. For every partial Borel automorphism ¢ : A — B in [[R]] the measures
©uftla = p|a oo™t and p|p belong to the same measure class and

deapla, e -1
dulp (z) = D(¢ '(2),2) (2.5.1)

for a.e. € B (see [FM77a, Proposition 2.2]). In the same way, one also defines
a natural measure class on R(%).

As with ergodicity of actions, we can characterize ergodicity of R in terms of
invariant functions.

Definition 2.5.9. Let R be a countable equivalence relation on (X, u). A
function f : X — C is called R-invariant if f(x) = f(y) for a.e. (z,y) € R.
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We denote by LP(X)™ the R-invariant functions in LP(X) for 1 < p < +oc.
We have the following.

Proposition 2.5.10. Let R be a countable equivalence relation on (X, u).
Then, the following are equivalent.

(i) R is ergodic.
(ii) L=<(X)® =C1

(i) The only measurable invariant functions f : X — C are almost
everywhere constant.

We will use the following definition in this thesis.

Definition 2.5.11. Let G be a locally compact group and R a countable
equivalence relation. We call a Borel map w : R — G a cocycle if

OJ(J?, y)w(y, Z) = W(x’ Z)

for a.e. (x,y,2) € R,

Note that for every cocycle w : R — G, we have w(x,z) = e for a.e. z € X.

As the name suggests, by [FM77a, Corollary 2], the Radon-Nikodym cocycle
D above is indeed a cocycle D : R — R{. Given a free action I' ~ (X, u) of
a countable group, its orbit equivalence relation R(G ~ X) admits a natural
cocycle w: R — T satisfying w(gz,z) = ¢ for all g € I’ and a.e. € G.

We will need the following easy result on the image of cocycles.

Lemma 2.5.12. Let G be a locally compact group and R a countable equivalence
relation on (X, p) with p a finite measure. Let w: R — G be a cocycle. Then,
for every locally bounded set W C R and every € > 0, there exists a Borel subset
E C X with v(X \ E) < € such that w(W N (E x E)) is relatively compact.

Proof. Since every bounded Borel subset can be written as a finite union of
graphs of elements in [[R]], it suffices to prove (b) for graph(y) with ¢ € [[R]].
But, if (K,,), is an increasing sequence of compact sets with G = J,, K, then
for

E, = {az cX | w(gp(a:),x) € Kn},

we have X = |JFE,. Since lim, u(X \ E,) = 0, we find the required set by
taking n large enough. O
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2.5.2 Types of countable equivalence relations

Just as with factors of von Neumann algebras, countable equivalence relations
can be classified into three types based on the existence of invariant measures.
The following result follows directly from (2.5.1) (see also [FM77a, Corollary 1]).

Proposition 2.5.13. Let R be a countable equivalence relation on (X, p).
Then, the following are equivalent.
(i) The left and right counting measures on R coincide.

(i)  For any partial Borel automorphism ¢ : A — B in [[R]], we have
dp.pla = dulp.

(iii) There are partial Borel automorphisms @; : A; — B; such that R =
U, graph ¢; and dy,pila, = dpl|p, for alli.

If 1 satisfies these equivalent conditions, then p is said to be invariant for R.

A countable equivalence relation R admitting an invariant measure is called
measure preserving (mp). If R admits an invariant probability measure, then R
is called probability measure preserving (pmp). Just as with traces on factors, for
an ergodic equivalence relation R on (X, 1), there can be at most one measure
o (up to scaling) in the same measure class as p that is invariant for R.

The type classification is now as follows (see also [FM77a, Definition 3.4]).
Definition 2.5.14. Let R be an ergodic countable equivalence relation.
(a) R is of type I it is isomorphic to the full equivalence relation R =

{(%,y)}z,yex on a countable set X. If | X| =n forn € {1,...,00}, we
say that R is of type I,,.

(b) R is of type II if it is not of type I and there exists an invariant measure
1o in the measure class of u. If ug is finite, then we say that R is of
type I, otherwise we say that R is of type Il.

(¢) R is of type III in all other cases.

2.5.3 The von Neumann algebra associated to a countable
equivalence relation

In this section, we discuss the construction of a von Neumann algebra associated
to an equivalence relation. We will see that is construction is a generalization
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of the group measure space construction for free actions of countable groups.
This construction was first introduced in [FM77b].

Let R be a countable equivalence relation on (X, ). Endow R with the right
counting measure. Following [FM77b], we call a Borel function F : R — C
(left) finite if it is bounded and if its support is a bounded Borel set. We denote
the set of left finite functions by M;(R). For every F' € M¢(R), we define the
operator

Li: LA(R) — LA(R) : (Le€)(a,y) = 3 Fla, 2)E(=.p).
zeX

T

This operator is bounded (see [FM77b, Proposition 2.1]) and if we equip M (R)
with the following operations

(AFy + pFy)(z,y) = AFi(z,y) + pFo(z,y)

(F1 + Fy)(z,y) = ZFl(vaZ)Fz(Zay)

F*(z,y) = F(y, )

for F, F1,F, € M#(R) and A1, A2 € R, then the map f + Ly becomes an
injective x-morphism. The von Neumann algebra associated to a countable
equivalence relation is now defined as follows.

Definition 2.5.15. The von Neumann algebra L(R) associated to a countable
equivalence relation R is the von Neumann algebra generated by the operators

{LF}rem,(r), i-e.

W.O.

L(R) = {Lr}rem;r)

The von Neumann algebra L(R) contains a canonical copy of L*°(X) by
identifying an f € L°°(X) with the operator associated to the function F(z,y) =
f(@)1a(z,y) in M;(R), where 15 denotes the characteristic function of the
diagonal A = {(z, z)}zex. The von Neumann algebra L(R) also contains a copy
of the full pseudogroup by identifying a partial Borel automorphism ¢ : A — B
in [[R]] with the operator u,, associated to the function F(z,y) = lgraph (%, ¥),
where as before graph¢ = {(¢(z),7)}sex. Note that the action of these
operators on L?(R) is given by

(L) (zy) = f(2)é(z,y)  and  (upé)(z,y) = E(9 ™" (2),y)1p(2)

for all f € L®(X), all o : A — B in [[R]], all £ € L*(R) and a.e. (z,y) € R.
Moreover, u,Lyul, = Lo, for f € L%(X) and ¢ € [R].
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By [FMT77b, Propositions 2.3 and 2.4], every F' € M;(R) can be written as a
finite sum F' = ) f,lgmapn, where ¢ € [R] and f, € L>°(X). It follows that
L(R) is generated by L*>°(X) and {uy}per. Since u, = Ly, for ¢ =idg and
E C X measurable, and the characteristic functions generate L>°(X), we even
have that L(R) is generated by the operators {u }pefr]-

As we will see later, the subalgebra L*°(X) plays a special role in L(R). The
following result can be found in [FM77b, Proposition 2.9].

Theorem 2.5.16. Let R be a countable equivalence relation on (X, 1). Denote
by A= L>(X). Then,

(a) A is a mazimal abelian subalgebra of L(R), i.e. AANL(R) = A,

(b) L(R) is generated by the normalizer Nps(A),

(c) there exists a normal faithful conditional expectation E : L(R) — A.

As we will see in the next chapter, this means that A is a Cartan subalgebra.

Moreover, the following characterizes when L(R) is a factor. A proof can again
be found in [FM77b, Proposition 2.9 (2)].

Theorem 2.5.17. Let R be a countable equivalence relation on (X, ). Denote
by A = L>®(X). Then, the center of L(R) is the algebra AR of invariant
functions on R. In particular, L(R) is a factor if and only if R is ergodic.

The construction of L(R) is a generalization of the group measure space
construction for countable groups in the following way.

Proposition 2.5.18. Let I' ~ (X, u) be a free action of a countable discrete
group I'. Denote R = R(G ~ X). Then,

L(R) 2 L®(X) ~xT.

If p is a finite measure, then L(R) carries a natural state ¢ induced by the
measure u (see [Tak03b, Theorem XII1.2.11]). It satisfies

o(Lr) = [ Plo.o)du(o)
for all F = G« H with G, H € M¢(R) such that D"G,D"H € L*(R,v,) for

all n € N. Here, D denotes the Radon-Nikodym derivative. The associated
modular conjugation J is given by

(Jg) (.’1?7 y) = f(:% .’)S)D(SL', y)1/2
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for ¢ € L*(R) and a.e. (z,y) € R, and the modular automorphism group is
given by
Ut(LF) = LFDit

for every F' € Mf(R). In particular, ¢ is a trace if p is invariant.

The type of the countable equivalence relation is compatible with the type
of the associated von Neumann algebra. A proof can be found in [Tak03b,
Theorem XII1.2.10].

Theorem 2.5.19. Let R be an ergodic countable equivalence relation. Then,
R is of type I, ITy, Il or III if and only if L(R) is.

The Maharam extension

In this section we discuss the Maharam extension, which associates to every
(not necessarily measure preserving) countable equivalence relation R a measure

preserving countable equivalence relation R. The construction is due to
Maharam in [Mah64]. As we will see, this construction is closely related
to the continuous core from Section 2.4.5.

Let R be a countable equivalence relation on (X, ). By removing a conull
set from X, we can assume that the Radon-Nikodym cocycle D satisfies the
cocycle equation D(z,y)D(y,z) = D(x, z) for all (z,y,2) € R? (see [Zim84,
Theorem B.9]). The Maharam extension is defined as follows.

Definition 2.5.20. Let R be any countable equivalence relation on a standard
measure space (X, u). The Maharam extension of R is the equivalence relation
R on X x R given by

(2, A) ~z (y,p) if and only if =~z y and A =log(D(z,y)) + p,

where D is a Radon-Nikodym cocycle.

The definition of the Maharam extension is precisely such that it carries a
natural invariant measure.

Theorem 2.5.21. Let R be any countable equivalence relation on a standard
measure space (X, u) and let R be its Maharam extension. Then, the measure
dp ® exp(—t) dt is invariant under R.

The relation with the continuous core of von Neumann algebras is now as
follows.
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Theorem 2.5.22. Let R be any countable equivalence relation on a standard
measure space (X, ). Denote by ¢ the canonical weight on L(R) induced by
the measure p. Then there exists a x-isomorphism

®:c,(L(R)) = L(R)

such that ®(A x, R) = L®(X x R).

2.5.4 Cartan subalgebras

The algebra A = L>°(X) in the von Neumann algebra M = L(R) associated to
a countable equivalence relation R on (X, u) plays a special role. Indeed, due
to the following theorem of Singer from [Sin55], the inclusion A C M contains
all information of the relation R.

Theorem 2.5.23 (Singer’s theorem). Let Ry and Ra be a countable equivalence
relation on (X1,p1) and (Xa,pe) respectively.  Then, there exists a *-
isomorphism ® : L(Ry) — L(R2) satisfying ®(L>*(X1)) = L>(X>) if and
only if R1 =2 Ras.

Moreover, using the form of Singer’s theorem in [FM77b, Theorem 2], the *-
isomorphism 7 is of the following form: there exists a isomorphism 6 : X; — X5
of countable equivalence relations from R; to Rs and a cocycle w : Ry — T
such that for all f € L*°(X) and all ¢ € [R], we have

T(fug) = Ou(we fuy,

where ¢ = 6 o ¢ 0 071, the *-morphism 6, : L>=(X;) — L>(Xs) is given by
0.(f) = fo07" and w, € L>®(X)) is given by w,(z) = w(z, ¢~ (z)).

Inclusions of the form L>°(X) C L(R) can be axiomatized in the following way.
Definition 2.5.24. Let M be a von Neumann algebra. A subalgebra A C M
is said to be a Cartan subalgebra if

(i)  Ais a mazimial abelian subalgebra (MASA), ie. ANM = A,

(ii) A is regular, i.e. its normalizer Ny(A) = {u e U(M) | uAu* = A}
generates M,

(iii) A is with expectation, i.e. there exists a normal, faithful conditional
expectation E : M — A.
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By Theorem 2.5.16, the subalgebra L>°(X) is a Cartan subalgebra of L(R).
Moreover, Feldman and Moore proved in [FM77b, Theorem 1] that, every
inclusion A C M of a Cartan subalgebra A in a von Neumann algebra M
‘almost’ is of this form. For the slightly more general construction of the von
Neumann algebra L(R,w) for a cocycle w: R — T, see [FM77b].

Theorem 2.5.25. Let M be a von Neumann algebra and A C M a Cartan
subalgebra. Then, there exists a countable equivalence relation on a standard
Borel space (X, ), a cocycle w : R — T and a x-isomorphism ® : M —
L(R,w) — M such that ®(A) = L>*(X). Moreover, R is unique up to
isomorphism.

As explained in the introduction, uniqueness of Cartan subalgebras plays an
important role in studying rigidity results of crossed product.

Definition 2.5.26. Let M be a von Neumann algebra with a Cartan subalgebra
A C M. We say that

(a) A is unique up to conjugacy if for every other Cartan subalgebra B C M,
there exists an automorphism ® € Aut(M) with ®(A) = B,

(b) A is unique up to unitary conjugacy if for every other Cartan subalgebra
B C M, there exists a unitary u € U (M) such that B = uAu*.

Singer’s theorem now yields the following.

Corollary 2.5.27. Let R be a countable equivalence relation. Suppose that
L(R) has unique Cartan subalgebra up to conjugacy. Then, for every other
countable equivalence relation S, we have L(R) = L(S) if and only if R = S.

We end this section by the following results on the relation between Cartan
subalgebras of M and those of its corners pMp. All of the results below are
well-know, but for completeness we include proofs.

Lemma 2.5.28. Let M be a von Neumann algebra with a Cartan subalgebra
ACM. Let p € A be a projection. Then, Ap is a Cartan subalgebra of pMp.

Proof. By Theorem 2.5.25, we can assume that M = L(R) and A = L*>°(X) for
some countable equivalence relation R on (X, ). Now, the projection p € A
is of the form 15 for some measurable E C X. It follows that pMp = L(R|g)
and Ap = L>(E). O

Also the following lemma is well-known to experts. Proofs for the finite case
and the semifinite case can for instance be found in [BO08, Corollary F.8] and
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[HV13, Lemma 2.1]. For the readers convenience, we show how to deduce the
general case from these two results.

Lemma 2.5.29. Let M be a von Neumann algebra and A C M a mazimal
abelian subalgebra with expectation. Then, for every projection p € M, there
exists a projection q € A with q ~ p.

Proof. Using for instance [Tak03a, Theorem V.1.19], we can write p = p1 + po
for projections p1,pe € M with orthogonal central support and such that p;
is finite and py is properly infinite. Denote by z; and zo the central supports
of p; and py respectively. By [Tak03a, Theorem V.1.39], we have ps ~ zs.
Moreover, Mz is semifinite. Let Tr: (Mz1)* — [0, +00] be a faithful, normal
semifinite trace. By [Tak03a, Lemma V.7.11], Tr|4., is also semifinite and
hence, by [HV13, Lemma 2.1], there exists a projection ¢; € Az; such that
p1 ~ q1. Taking ¢ = q1 + 29 yields the result. O

The relation between Cartan subalgebras of M and its corners is now given as
follows. Again, for the readers convenience, we include a proof of this result.

Proposition 2.5.30. Let M be a von Neumann algebra and p € M a projection
with central support 1. Then, there is a 1-1 correspondence between the
equivalence classes of Cartan subalgebras of M up to unitary conjugacy, and
the equivalence classes of Cartan subalgebras of pMp up to unitary conjugacy.

Proof. Suppose that M C B(H). Using Zorn’s lemma, we take a maximal
orthogonal family of projections {g; }ies such that ¢; < p. Since p has central
support 1, we have >, ¢; = 1 (see for instance [AP14, Lemma 2.4.6]). Take
partial isometries u; € M such that p; = uju; < p and ¢; = w,;u;. Denote by
K = ¢2(I) and let (e;); be the canonical orthonormal basis. Let U : H — pH®K
be the isometry defined by

UE=) ul@e

for £ € H. Take p = UU*. Then,
®: M — p(pMp® B(K))p: x— UsU*
is a #-isomorphism. Denote D = ¢>°(I).

The 1-1 correspondence is now defined as follows. Let A be an equivalence
class of Cartan subalgebras in M. Take A € A. By Lemma 2.5.29, we can
take a projection r € A with » ~ p. Let v € M be a partial isometry with
p =v*v and r = vv*. By Lemma 2.5.28, Ar is a Cartan subalgebra in rMr.
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Using the #-isomorphism rMr — pMp : x — v*xv, we see that B = v*Aw
is a Cartan subalgebra of pMp. Note that the equivalence class of B up to
unitary conjugacy does not depend on the choice of r and v, or on the choice of
representant A. Indeed, let A; € A be another representant. Take a unitary
u € M such that A; = uAu* Let r; € Ay be a projection with r; ~ p and let
v1 € M be such that p = vjv; and r; = v1v]. Then, w = viuwv is a unitary in
pMp such that w(v* Av)w* = vfAjv;.

Conversely, let B be an equivalence class of Cartan subalgebras in pMp. Take
B € B. Since D C B(H) is a Cartan subalgebra, it follows that B ® £°°(I) is a
Cartan subalgebra of pMp ® B(H). Take a projection ¥ € B ® D with 7 ~ p
and a partial isometry ¢ € pMp ® B(H) such that p = "0 and 7 = 00*. As
before, we have that A = &~ (¢*(B ® D)?) is a Cartan subalgebra of M. Let
B; € B is another representant, say with By = uBu* for some unitary u € pMp.
Take a projection 71 € By ® D with 71 ~ p and let 93 € pMp ® B(H)
be such that p = 99 and 71 = §;9;. Then, @ = ® (3} (u ® 1)7) is a
unitary in pMp ® B(H) implements the unitary conjugacy between A and
Al = o1 (@T(Bl ® D)ﬁl) .

One checks that if A C M is a Cartan subalgebra, then A is unitarily conjugated
with A; = @71 (5" (v* Av ® D)0) and conversely that if B is a Cartan subalgebra
in Mp, then B is unitarily conjugate to v*®~! (*(B ® D)?)v, where and v € M
and 0 € pMp ® B(H) is are partial isometries chosen as above.

O

We also need the result on the relation between a Cartan subalgebra of M and
the Cartan subalgebra of the continuous core c,(M).

Proposition 2.5.31. Let M be a von Neumann algebra and A C M a Cartan
subalgebra. Denote by E : M — A a conditional expectation. Let ¢ be a state

on A and write p = po E. Then, c¢,(A) = A Xs¢ R is a Cartan subalgebra of
co(M).

Proof. By Theorem 2.5.25, we can assume that M = L(R) and A = L*>°(X) for
some countable equivalence relation R on (X, ). Moreover, we can assume that
1 is the probability measure that induced the state . Now, the result follows
immediately by Theorem 2.5.22, since L>=°(X x R) is a Cartan subalgebra in
L(R). O
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Unitary conjugacy and Popa’s intertwining-by-bimodules

Popa’s concept of intertwining-by-bimodules, introduced in [Pop06b], is a key
tool in deformation/rigidity theory. We will use this method to prove unitary
conjugacy of Cartan subalgebras. The method can be used more generally
to “locate” certain subalgebras in tracial von Neumann algebras. The central
theorem is the following. It was obtained by Popa in [Pop06b, Theorem 2.1 and
Corollary 2.3].

Theorem 2.5.32. Let (M, T) be a tracial von Neumann algebra. Let p,q € M
be projections and P C pMp and Q C qMq be von Neumann subalgebras. Then,
the following are equivalent.

(i)  There exists a nonzero projection r € M,(C) ® Q, a normal unital
x-morphism 0 : P — r(M,(C) ® Q)r and a nonzero partial isometry
v € My ,(C) ® pMq such that zv = v0(x) for all z € P.

(i1)  There exist nonzero projections pg € P and qo € Q, a normal unital
x-morphism 6 : poPpog — qoQqo and a nonzero partial isometry v €
poMgqo such that xv = v0(x) for all x € poPpo.

(iii) There exists no net of unitaries (u;); in P satisfying || Eq(z*uy)|, —
0 for all xz,y € pMq. Here, Eg : M — @ denotes the unique trace-
preserving conditional expectation.

If one of these equivalent conditions hold, then we say that (a corner of) P
intertwines into ) inside M and we write P <p; Q.

In [Pop06a], Popa generalized these intertwining techniques to the case when
M is endowed with an almost periodic state ¢ and A C pM¥p and B C gM¥q.
Later, it was shown in [HV13] by Houdayer and Vaes that these techniques
extend to the case when (@ is finite and with expectation, and P and M are
arbitrary. Ueda subsequently extended this to the case that @ is semifinite
and with expectation in [Ued13]. In [HI17], Houdayer and Isono were able
generalize the techniques the case where P is finite and with expectation and
@ is arbitrary with expectation. Very recently, Isono succeeded in generalizing
the techniques to arbitrary subalgebras P and @) with expectation in [Iso19].

Below, we will discuss the generalizations in [HV13] and [HI17]. Since we will
not use the other generalizations, we will not discuss them here.

The following is a combination of [HV13, Theorem 2.3] and [HI17, Theorem 4.3].

Theorem 2.5.33. Let M be a von Neumann algebra. Let p,q € M be
projections and let P C pMp and Q C gMq be von Neumann subalgebras with
expectation. Assume that P or Q is finite. Then, the following are equivalent.
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(i)  There exists a nonzero projection r € M,(C) ® Q, a normal unital
x-morphism 6 : P — r(Mn((C) ® Q)r and a nonzero partial isometry
v € M n(C)®pMgq such that zv = v8(z) for all x € P and such that
the inclusion 0(P) C r(M,(C) ® Q)r is with expectation.

(i)  There exist a nonzero projections pg € P and qo € Q, a normal
unital *-morphism 0 : poPpg — qoQqo and a nonzero partial isometry
v € poMgqo such that zv = vl(x) for all x € poPpy and such that
0(poPpo) C qoQqo is with expectation.

(iii) There is no net of unitaries (u;); in P such that Eg(z*u;y) — 0 in
the x-strong operator topology for all x,y € pMgq.

If one of these equivalent conditions hold, then we say that (a corner of) P
intertwines into @ inside M and we write P <p; Q.

For a Cartan subalgebra intertwining into another Cartan subalgebra is
equivalent to being unitarily conjugate. This key result was obtained by
[Pop06a] in [Pop0O6a, Lemma A.1] for finite von Neumann algebras. The result
presented here is the slight generalization of [HV13, Theorem 2.5] to arbitrary
von Neumann algebras.

Theorem 2.5.34. Let M be any von Neumann algebra and A, B C M mazimal
abelian subalgebras with expectation. Consider the following assertions.

(i)  There exists a unitary w € M such that uAu* = B.

(i) There exists a nonzero partial isometry v € M such that v*v € A,
w* € B and vAv* = Buv*.

Then, (i)= (ii)< (iii) and if A and B are Cartan subalgebras and M is a factor,
then (i) (ii).

2.5.5 Cross section equivalence relations

For a nonsingular action G ~ (X,u) of a noncountable group on a
standard measure space, the orbit equivalence relation R(G ~ X) =
{(gxz,2) | g € G,z € X} does not have countable orbits. However, we will
see that by restricting R(G ~ X) to a so-called cross section, one does obtain
a countable equivalence relation that still contains a lot of information about
the original original action.
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The notion of a cross section was introduced by Forrest in [For74]. A more
recent and rather self-contained treatment for unimodular groups can be found
in [KPV15, Section 4.1].

Definition 2.5.35. Let G ~ (X, 1) be a nonsingular action of a locally compact
group G. A cross section is a Borel subset X; C X with the following two
properties.

(i)  There exists a neighborhood & C G of identity such that the action
map U X X7 — X : (g,z) — gz is injective.

(ii) The subset G- X; C X is conull.

A partial cross section is a Borel subset X; C X such that condition (i) is
satisfied and such that G - X; is nonnull.

Note that the first condition implies that the action map 6 : G x X; — X :
(g9,z) — gx is countable-to-one and hence maps Borel sets to Borel sets (see
[Kec95, p. 18.14]). In particular, the set G - X; in the second condition is Borel.

Forrest obtained the following key result in [For74, Theorem 2.10]. A proof can
also be found in [KPV15, Theorem 4.2].

Theorem 2.5.36. Let G ~ (X, ) be an essentially free, nonsingular action
of a locally compact group G. Then, there exists a cross section X1 C X.

Let G ~ (X,p) be an essentially free, nonsingular action. By removing a
G-invariant null set from X, we can always assume that G - X; = X and that
G ~ X is really free. Hence, by [Kec95, 18.10 and 18.14], one can take a
Borel map that is a right inverse of the action map 6. This yields Borel maps
m:X — X;and v: X — G such that z = v(z) - 7(z) forall z € X. If  is a
neighborhood of identity such that the action map 6 : U x X; — X is injective,
then we can take v and p such that y(gy) = g and 7(gx) = « for g € U and
x € X;.

Similarly, the map G x X — X x X : (g,x) — (gx, ) is injective. Hence, its
image R(G ~ X) is Borel and it admits a Borel inverse. This yields a Borel
map w: R(G ~ X) — G satisfying w(z,y)y = = for y € G - . Moreover, w
satisfies the cocycle identity w(z,y)w(y,z) = w(z,2) for all y,z € G- z. In
particular, the restriction of w to R is a cocycle in the sense of Definition 2.5.11.

The restriction of R(G ~ X) that we talked about in the beginning of this
section is now the following.
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Definition 2.5.37. Let G ~ (X, i) be an essentially free, nonsingular action.
Given a partial cross section X; C X, we call

RGEGAX)N(XixXy)={(z,y) e X1 x X1 |Fg € G:z=gy}

the cross section equivalence relation on Xj.

Following [Zim84, Example 4.2.4], one defines the Radon-Nikodym cocycle
D:G-X— ]Ra' for the action G ~ X given by

-1
D(g.x) = dgd—u“@)

for all g € G and a.e. z € X. Moreover, we can assume that D is a Borel cocycle
in the sense that D(gh,z) = D(g,hz)D(h,z) for all g,h € G and a.e. z € X.
See [Zim84, Section 4.2] for more details on cocycles for measurable actions.

Defining w, : R — C by w,(z,y) = D(w(z,y),y), where w : R — G is as before,
we get a cocycle w: R — Rsr.

The following result generalizes [KPV15, Theorem 4.3] to nonunimodular locally
compact groups and non-pmp actions. For completeness, we included a proof
of this result in Appendix A.

Proposition 2.5.38. Let G ~ (X, 1) be a essentially free, nonsingular action.
Let X1 C X be a partial cross section and denote by R its cross section
equivalence relation.

(a) There exists a unique measure 1 (up to scaling) on X; satisfying

(GeomW) = [ 3 D) duta)

(g y)EW

for all measurable W C G x X1. Moreover, R is nonsingular for p.

(b) R is nonsingular for 1 and its Radon-Nikodym cocycle is given by
Dy(x,y) = da (w(z1, x2))wr (1, 22)

In particular, if G is unimodular and G ~ (X, u) is measure preserving,
then w1 is an invariant measure for R.

(¢) If X1 is a cross section, then R is ergodic if and only if G ~ (X, ) is
ergodic.
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Remark 2.5.39. If G ~ (X, p) is pmp, then py is a finite measure. Indeed, if
U C G is a neighborhood of unity such that 6 : i x X; — X is injective, then
pu1(X1) = pU - X1)/Aa(U) < +oo. In this case, it is customary to normalize
1 such that it becomes a probability measure. Then, we have

(Ag ® 1) (W) = covol(Xy) /X W6 (x)] du(x)

for all measurable W C G x Xy, where the scaling constant covol(X) is called
the covolume of X.

We will need the following easy lemma in the rest of this thesis.

Lemma 2.5.40. Let G be a locally compact group and G ~ (X, ) an essentially
free action. Let X1 C X be a partial cross section and R the associated cross
section equivalence relation. Then,

(a) If K C G is compact, then the set W = {(z,y) € R |w(z,y) € K} is a
bounded subset of R.

(b) If G ~ (X, pu) is pmp, then for every locally bounded W C R and every
€ > 0, then there exists a Borel subset E C X with v(E) < e such that
w(Wn (E x E)) is relatively compact.

Proof. Statement (a) follows easily from the fact that there is a neighborhood
of the unit e € G for which the map U x X; — X : (g,z) — gz is injective.
Statement (b) follows immediately from Lemma 2.5.12. O

Recall that for nonsingular, free actions I' ~ (X, ) of discrete groups, the
von Neumann algebra associated to the orbit equivalence relation R(I' ~ X)
is isomorphic to the crossed product L>(X) x I' (see Proposition 2.5.18).
For crossed products of nonsingular, free actions G ~ (X, ) of nondiscrete
locally compact groups, a corner of the crossed product M = L*(X) x G is
isomorphic to an amplification of the von Neumann algebra associated to a cross
section equivalence relation of G ~ (X, ). A proof was provided in [KPV15,
Lemma 4.5] in the case that G is unimodular and G ~ (X, i) is pmp. For
completeness, we also provide a full proof in Appendix A.

Proposition 2.5.41. Let G ~ (X, ) be an essentially free, nonsingular action.
Denote by M = L>°(X) x G and let X1 be a partial cross section. Then,

pMp = L(R) ® B(L*(U)),

where U is a neighborhood of identity such that the action map U x X1 — X is
injective and p = 1y.x, € L*®(X). In particular, if X1 is a cross section, then
p has central support 1 in M.
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When G is nondiscrete, the subalgebra L>°(X) is not a Cartan subalgebra of
the crossed product M = L*(X) x G, since there exists no faithful, normal
conditional expectation M — L*°(X). However, combining the previous
decomposition with Proposition 2.5.30 yields the following.

Corollary 2.5.42. Let G ~ (X, ) be an essentially free, nonsingular action
action. Then, the von Neumann algebra M = L*°(X) x G has a Cartan
subalgebra. Moreover, M has unique Cartan subalgebra if and only if L(R)
has unique Cartan subalgebra, where R is the cross section equivalence relation
associated to a choice of cross section X1 C X.

2.6 Measure equivalence

Measure equivalence is an equivalence relation on groups that was introduced
by Gromov in [Gro93] for countable, discrete groups in which groups that are
similar from the viewpoint of measurable group theory are equivalent. It can
be viewed as a measure-theoretic analogue of the notion of quasi-isometry in
geometric group theory.

A notion of measure equivalence for locally compact groups was introduced
by Bader, Furman, and Sauer in [BFS13] (in the unimodular case) and by
S. Deprez and Li in [DL14] (in the nonunimodular case). More recently, this
notion has been studied in detail by Koivisto, Kyed, and Raum in [KKR17;
KKRI18].

The following definition is taken from [DL14, Definition 3.1].

Definition 2.6.1. Let G and H be two locally compact groups. A measure G-
H -correspondence is a standard measure space (2, ) together with a nonsingular
action G x H ~ (Q,n) for which there exists

(i)  a standard probability space (X, u) and a nonsingular isomorphism
v : X x H— Q satisfying ¢(z, hk) = hp(z, k) for all h € H and a.e.
zeXand ke H,

(ii)  a standard probability space (Y, v) and a nonsingular isomorphism
Y : Y x G — Q satisfying ¥(y, gk) = g¢(u, k) for all g € G and a.e.
yeY and k € G.

Note that any two locally compact groups admit a measure G- H-correspondence.
Indeed, take 2 = G x H, let n = A\¢ ® Ay and let G x H ~ Q diagonally.
Fixing a probability measure ¢ and ¥ on X = G and Y = H respectively in
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the same measure class as the Haar measure, we get nonsingular isomorphisms

p: XxH—=>Qand ¢:Y x G — Q as in the definition by defining

¢(g,h) = (g,h) and  P(h,g) = (g,h)

for g € H and h € H. This measure G-H-correspondence is called the coarse
G-H -correspondence.

Given a measure G-H-correspondence (§2,7), there exist unique nonsingular
actions G ~ X and H ~ Y and Borel cocycles wg : H x Y — G and
wp : G x X — H satisfying

ge(z,h) =¢(gz, hwy(g,2)~")  and  h(y,g) = ¢(hy, hwa(g,y) ")

fora.e.z € X, y€Y,ge Gand h € H. We call the actions G ~ X and
H ~ Y the actions associated to 2. See [DL14, Observation 3.3] for more
details. Measure equivalence is now defined as follows.

Definition 2.6.2. Let G and H be two locally compact groups. A measure
correspondence {2 is said to be a measure equivalence coupling if there exist
probability measures ¢/ on X and v’ on Y in the same measure class as p and
v respectively for which the actions G ~ (X, i') and H ~ (Y, 1) associated to
) are pmp.

If G and H admit a measure equivalence coupling, then G and H are said to
be measure equivalent.

Example 2.6.3. Let G be a locally compact group and H a closed subgroup
with dg|g = dy. By the quotient integral formula (see for instance [DE14,
Theorem 1.5.3]), the space G/H admits a G-invariant measure which is unique
up to scaling. If this measure is finite (which for instance happens when
H is cocompact or when H is a lattice in G), then G and H are measure
equivalent. Indeed, if we equip (G, Ag) with the action G x H ~ G given
by (g,h)k = gkh™!, then (G, \g) is a measure equivalence coupling. Fixing a
Borel section o : G/H — G for the quotient map p : G — G/H, we can take
X=G/H,Y ={y}tand ¢ : X x H— Gand ¢:Y x G — G with

p(z,h)=o(@)h™  and  ¥(yo,9) =g
forge G,he€ H and z € X.

Given essentially free, nonsingular actions G ~ (X, u) and H ~ (Y, n) of locally
compact groups G, H, we say that the actions are stably orbit equivalent if they
admit cross sections such that the associated cross section equivalence relations
are isomorphic. Koivisto, Kyed, and Raum proved the following in [KKR18,
Theorem A] and [KKR17, Theorem A].
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Theorem 2.6.4. Let G and H be locally compact groups. Then, the following
are equivalent.
(i) G and H are measure equivalent.

(1) G and H admit stably orbit equivalent, free, ergodic, pmp actions
G (X,p) and H ~ (Y, v)



Chapter 3

Ozawa’s class S for locally
compact groups

Recall from the introduction that class S for countable discrete groups was
introduced by Ozawa in [Oza06] as the class of all countable discrete groups
that are exact and that admit a map n: I' — Prob(I") satisfying

dim [n(gkh) —g-n(k)[| =0
—00

for all g, h € T'. By [0za06, Theorem 4.1], this class can also be characterized as
the class of groups that admit a topologically amenable action on a boundary
that is small at infinity (in the sense of Definition 3.2.1 below). As mentioned
in the introduction, class S is used for proving rigidity results of group von
Neumann algebras and group measure space von Neumann algebras.

In this chapter, we define class S for locally compact groups as the class of
groups that are exact and that admit a ||.|-continuous map 7 : G — Prob(G)
satisfying

dim ([n(gkh) —g-n(k)[| =0 (3.0.1)
— 00

uniformly on compact sets for g,h € G (see also Definition A from the
introduction). In Section 3.1, we prove some basic properties of (the groups
in) this class in Section 3.1. Denoting by 5!“G the left equivariant Stone-Cech
compactification of G (see Section 2.3.1), we prove that for an exact group G, the
existence of a map 1 : G — Prob(G) as in (3.0.1) is equivalent to the existence
of a map 7 : G — Prob(p!“G) satisfying the same equation (Theorem 3.1.7).

99
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Next, in Section 3.2, we prove Theorem B from the introduction, i.e. we
characterize locally compact groups in class S as groups having a topologically
amenable action on a compactification that is small at infinity. This generalizes
[0za06, Theorem 4.1] to the locally compact setting. The two main novelties
in this result are the fact that we prove that the action on the whole
compactification h*G is topologically amenable (in stead of only the action
on the boundary) and the fact that we use another method to prove that the
existence of such an action implies that the group belongs to class S. Indeed, the
original proof of Ozawa in the countable setting, used that G belongs to class S if
and only if G is exact and satisfies the following Akemann-Ostrand-like property
[AOT75]: there exists a u.c.p. map 0 : C;(G) @min Cy(G) — B(L*(G)) such that
6(a ®@b) — Na)p(b) € K(L*(G)). Here, A and p denote the representations of
C (@) induced by the left and right regular representation respectively. However,
this characterization of class S does not hold for general locally compact groups.
Indeed, such a map 6 for instance exists for all connected groups G, since C(G)
is nuclear.

In Section 3.3, we prove that class S is a measure equivalence invariant
(Theorem E), generalizing a result of Sako [Sak09a] to the locally compact
setting. As explained in the introduction, the fact that exactness is preserved
under measure equivalence follows from [DL15, Corollary 2.9] and [DL14,
Theorem 0.1 (6)]. To prove that property (S) (i.e. the existence of a map
1 : G — Prob(G) as in (1.3.1)) is preserved under measure equivalence, we define
a notion of property (S) for countable equivalence relations (Definition 3.3.2)
and we prove that a group G has property (S) if and only if a (and hence
every) cross section equivalence relation of a (and hence every) free, ergodic,
pmp action G ~ (X, p) has this notion of property (S) (Proposition 3.3.6).
Then, we conclude by using the characterization of measure equivalence in
terms of isomorphism of cross section equivalence relations (see Theorem 2.6.4).
As a consequence of this result, we have for instance that R? x SLy(R) and
R? x1 SLy(Z) are in class S, since Z? x SLy(Z) is a lattice in both groups and
belongs to S by [0za09].

Examples of groups in class S include are amenable groups (Corollary 3.1.6) and
connected, simple Lie groups of real rank one with finite center ([Ska88, Proof
of Téoreme 4.4]). In Section 3.4, we provide other examples of groups in class S
by proving Proposition C and Theorem D from the introduction: we prove that
groups admitting a proper action on a tree or a hyperbolic graph are in class
S and we prove that locally compact wreath products B 234( H are in class S
whenever B is amenable, H is in class S and H ~ X has amenable stabilizers
(see Theorem 3.4.14 for a more precise statement). The suitable notion of wreath
product for locally compact groups was introduced by Cornulier in [Cor17]. We
recall this notion along with the notation used here in (3.4.9) on 130.
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Easy examples of groups not belonging to class S are product groups G x H
with G nonamenable and H noncompact (Proposition 3.4.6), nonamenable
groups with noncompact center (Proposition 3.4.7) and nonamenable groups
that are inner amenable at infinity (Proposition 3.4.8).

We will use class S in the next chapter to prove rigidity results for group measure
space constructions by locally compact groups and group von Neumann algebras
of locally compact groups.

Most of this chapter is based on the author’s publication [Depl9]. The examples
in Proposition C are based on the joint publication [BDV18] of the author with
Arnaud Brothier and Stefaan Vaes.

Recall from the introduction that we assume all locally compact groups to be
second countable in this thesis.

3.1 Definition and basic properties

As in Definition A from the introduction that we define class S for locally
compact groups as follows. Recall from Definition 2.3.31 that a group is said
to be exact if the operation of taking the reduced crossed product preserves
exactness.

Definition 3.1.1. Let G be a locally compact group. We say that G has
property (S) if there exists a ||.||-continuous map 7 : G — Prob(G) satisfying

Jim {|n(gkh) —g-n(k)[| =0 (3.1.1)
—00
uniformly on compact sets for g, h € G.

We say that G belongs to class S if G is exact and has property (S).

It is worthwhile to note that there are currently no known examples of groups
with property (S) that are not exact.

We have the following equivalent characterizations of property (S). Recall that
we denote by M(G) the space of all complex Radon measures on G, by M (G)*
the space of positive Radon measures on G and by Prob(G) the space of Radon
probability measures on G. We denote by S(G) = {f € L*(G)" | || f|l; =1} the
space of probability measures on G that are absolutely continuous with respect
to the Haar measure. We equip M (G) with the norm of total variation. There
is an obvious G-equivariant norm preserving embedding S(G) < Prob(G).

Proposition 3.1.2. Let G be a locally compact group. Then, the following are
equivalent.
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(i) G has property (S), i.e. there exists a ||.||-continuous map n : G —
Prob(G) satisfying

Jm [n(gkh) —g-n(k)[| =0
uniformly on compact sets for g,h € G.
(it)  There is a ||.||;-continuous map n : G — S(G) satisfying
T gk ~ Agn(k)], = 0
uniformly on compact sets for g,h € G.

(iii) There is a ||.||y-continuous map & : G — L*(G) with ||(g)|l, =1 for
all g € G satisfying

Tim (o) — A& (k) =0
uniformly on compact sets for g,h € G.

(iv)  There exists a Borel map n: G — Prob(G) satisfying
Jim [n(gkh) —g-n(k)[| =0
—00
uniformly on compact sets for g,h € G.
(v)  There exists a sequence of Borel maps n, : G — M(G)T satisfying

lim inf lim inf |7, (k)|] > 0
k—o0

n—oo

and
lim limsup sup |[7.(gkh) —g-n. (k)| =0

=X koo g,h€K

for all compact sets K C G.

Proof. First, we prove (i)<(ii). The implication from right to left is trivial.
To prove the converse, we follow the lines of [Ana02, Proposition 2.2]. Let
1 : G — Prob(G) be as in (i). We construct 7 : G — S(G) as follows. Take an
f € C(G)T with [, f(t)dt = 1. Define

ii(g)(s) = /G £t 1s) dn(g)(t)

for s,g € G. One checks that 7j(g) € S(G) for every g € G and that 7 is
||.|;-continuous. For all g, h, k € G we have

li(gkh) — g - 7RI, = /G li(gh)(s) — (k) (g~ 8)] ds
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[ 775) antahn e /f dy(k) (1) ds

< /G /G 18y dn(gkh) — g - n(k)|(t) ds

= [In(gkh) — g - n(k)||
which tends to zero uniformly on compact sets for g, h € G whenever k — oo.

Next, we prove (ii)e(iii). Let n : G — S( ) be a map as in (ii). Define
the map € : G — L?(G) by £(g)(s) = /7 ) for g,s € G. Using that
|va —vb|? < |a— 0| for all a,b > 0, we get

i [[E(gkh) — A€ (k)|ly < lim [|ln(gkh) = Agn(k)]l, =0
uniformly on compact sets for g,h € G. Conversely, let £ : G — L?(G) be a

map as in (iii). Define 1 : G — S(G) by 1(g)(s) = |£(g)(s)|? for g,s € G. Using
Holder’s inequality and ||a|? — [b?| < ||a| + [b]| |a — b] for a,b € R, we get

i {|n(gkh) —g-n(k)ll; <2 lim [|€(gkh) — Ag€(k)[l, =0

uniformly on compact sets for g, h € G.

The implications (i)=(iv)=-(v) are trivial. We still have to prove the converse
implications (v)=(iv)=-(i).

The implication (iv)=-(i) follows immediately by applying Lemma 3.1.5 below
with H = Y = G and the actions G x G ~ H and G ~ Y defined by
(g,k)-h=ghk™t and (g,h)-y=gy for g,k € G,h€ Hand y €Y.

Finally, (v)=-(iv) follows from the technical lemma 3.1.3 below applied on the
spaces X =Y = (G with the same actions as above. O
The following is a more abstract and slightly more general version of the trick
in [BOO08, Exercise 15.1.1]. It will be used several times in this chapter.

Lemma 3.1.3. Let X and Y be o-compact, locally compact spaces and G a
locally compact group. Suppose that G ~ X and G ~'Y are continuous actions.
If there exists a sequence of Borel maps 0, : X — M(Y)V satisfying

lim lim sup sup |7, (92) — g - 7 (@)]] = 0 (3.1.2)

n—=0 gsoco geEK
for all compact sets K C G and

lim inf lim inf |7, ()| > 0.
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Then, there exists a Borel map n: X — Prob(Y) such that
Jim{ln(gz) — g -n(@)| =0 (3.1.3)

uniformly on compact sets for g € G. Moreover, if the maps 1, are assumed to
be ||.||-continuous, then also n can be assumed to be ||.||-continuous. If the maps
N, are weakly™ continuous and x — ||n, ()| is continuous, then also n can be
assume to be weakly* continuous.

Proof. After passing to a subsequence and replacing values of 7, in a compact
set, we can assume that there exists a § > 0 such that ||n,(z)||; > ¢ for all
n € Nand all x € X. Set 7, (2) = nn(z)/ || ()] for all z € X. Note that

2
m 1. (92) — g - N ()]

for all z € X, g € G and n € N. and hence the sequence (7},,),, still satisfies
(3.1.2).

17 (9) — g - n ()] <

Take an increasing sequence (K, ), of compact symmetric neighborhoods of the
unit e in G such that G = J,, int(K,). After passing to a subsequence of (7, )n,
we find compact sets L,, C X such that

17 (g2) = g - 7 ()| < 27"F1

for all g € K,, and € X \ L,,. After inductively enlarging L,,, we can assume
that the sequence (L,,), is increasing, that gL,, C L, for all g € K,, and that
X =,, Ln. Moreover, we can also assume that Ly = ().

For every z € X, we denote || = max{n € N|z ¢ L, }. Furthermore, we
denote h(n) = [n/2| +1forn > 1. Fix ayo € Y. We set u(x) = d,, whenever
|z| = 0 and
&
i)=Y k)

k=h(|=|)
whenever |z| > 1. Now, define 7 : X — Prob(Y") by n(z) = 7j(x)/ ||7(z)]].

We prove that n satisfies (3.1.3). Take € > 0 and K C G arbitrary. Since
U, int(K,) = G, we can take an ng > 1 such that K C K,,,. Take n; >
max{2ng, 16/c}. We claim that ||n(g-z) — g -n(x)|| < € whenever € G\ Ly,
and g € K. Indeed, fix g € K and x € G\ L,,. Take n > ny such that
2 € Lpy1 \ L. Then, |z| = n. Since gL,y1 € Lpyo and g7 1L, 1 C L, we
have that gz € L,,1+2 \ L,—1 and hence n — 1 < |gz| < n+ 1. This yields

li(gz) = g- @)l <2+ D linlgz) — g-iw(@)] < 4,
k=h(n)
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since g € Ky, and z € X \ Ly, for k = h(n),...,n. Hence

_ ) 4
In(g2) =g 1@l < sy liler) —g-A@)l < -4 <e

which proves the claim.

If the maps 7, are ||.||-continuous (resp. weakly* continuous and such that
x > ||nn(z)|| is continuous), then we can make 7j (and hence 1) ||.|-continuous
(resp. weakly* continuous) in the following way. Note first that in that case
the maps 7, are also ||.||-continuous (resp. weakly* continuous). By inductively
enlarging the compact sets L,, above and using that X is locally compact, we
can assume that L,, C int(L,41). For all n > 1, we take a continuous function
fn: X = [0,1] such that f,(x) =1if z € Loy \ Ly, and fr(z) =0if z € L,
or x € X\ Lapy1. Take fy : X — [0,1] such that fo(x) = 1if z € L; and
fo(x) =0if x € X \ Lo. For x € X, we set

+oo
i) =Y ful@)in(z)
k=0

||

= fa(a)-1(2) Tn(z)—1(2) + flol+1(®) Dg)+1(z) + Z 7k ().
k=h(|z|)

Again, we define n : X — Prob(Y) by n(z) = 7(x)/ ||7(z)||. Obviously, n is
continuous and, by a similar calculation as above, one proves that 7 satisfies
(3.1.3). O

Remark 3.1.4. Using almost exactly the same proof as above, one can actually
prove the following slightly more general result: suppose that for every ¢ > 0,
every compact set K C G, there exists a compact set L. C X such that for all
compact sets L' C X, there exists a map 0’ : X — M(Y)* such that

' (gz) — g - ' ()|
[l ()]l
whenever g € K and « € L’ \ L. Then, there exists a map 7 : X — Prob(Y) as

in (3.1.3). Indeed, using the notation of the proof, we can take the compact
sets L, C X and the maps 1, : X — M (Y )™ such that

<e (3.1.4)

17n(92) — g - fn ()| < [ (g2) = g - ()] < 27"

[[1n ()|

for all g € K, and x € Loy, \ Ly, where again 7, () = n,(x)/ ||nn(2)||. The rest
of the proof holds verbatim.
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The following lemma will be used several times to replace Borel maps by
continuous maps.

Lemma 3.1.5. Let H and G be locally compact groups and Y a locally compact
space. Suppose that G " H and G ~'Y are arbitrary continuous actions. If
there exists a Borel map n: H — Prob(Y') satisfying

Jim [[n(ag(h)) —g-nh)[| =0 and  lim |[n(ag(h)k) = n(ag(hk))| =0

uniformly on compact sets for g € G and k € H, then there exists a ||.|-
continuous map 7 : H — Prob(Y') map satisfying

Tim [0y (1) —g-7()]| =0

uniformly on compact sets for g € G.

Proof. Fix a compact neighborhood K of the unit e in H with Ay (K) =1. We
define 7 : H — Prob(Y") by

i(g) = /K n(gk) dk.

The map 7 is continuous, since for hy, ho € H we have

() — ii(h2)| < / (k)| dk = Agr (K AhoK)
h1KAhs K

and the right hand side tends to zero whenever ho — hy. Moreover, for g € G
and h € H, we have

7oy (h) — g - i(h)|| < /K n(ag (B)E) — g - n(hk)|| dk

Since K is compact the right hand side tends to zero uniformly on compact sets
for g € G whenever h — co. O

We can now provide the first easy examples of locally compact groups in class
S.

Corollary 3.1.6. Class S contains all amenable locally compact groups.
Proof. Let G be amenable. Obviously, G is exact. Take a sequence (v,,), in

Prob(G) such that ||v, — ¢ - vs|| — 0 uniformly on compact sets for g € G
whenever n — oo. Then, the sequence of maps 7, : G — Prob(G) defined by

n (g) = Vn
for all g € G and n € N satisfies the conditions of Proposition 3.1.2 (v). O
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We end this section by proving the following theorem. Recall from Section 2.3.1
that the left equivariant Stone-Cech compactification G is defined as the
spectrum of the C*-algebra Cf)u(G) of bounded left uniformly continuous
functions G — C. We prove that if G is exact, then property (S) is equivalent
with the existence of a map 1 : G — Prob(p!“G) satisfying (3.1.1). This was
implicitly used before in [BO08, Chapter 15] for countable groups.

Theorem 3.1.7. Let G be a locally compact group. Then G belongs to class
S if and only if G is evact and there exists a Borel map 1 : G — Prob(“G)
satisfying

dim ([n(gkh) —g-n(k)[| =0

uniformly on compact sets for g,h € G.

Proof. The implication from left to right is trivial. To prove the converse
implication, note that by exactness of G and Lemma 2.1.19, the action G ~
Prob(3"@G) is topologically amenable. Take a sequence 6, : Prob(8“G) —
Prob(G) such that

Jim {09 - 1) = g - On(p)ll = 0

uniformly for p € Prob(8"G) and uniformly on compact sets for g € G. Now,
for the composition 7, = 6,, o7, we get

[mn(gkh) — g - na(R)|| < IIn(gkh) — g - n(k)]| + ||6n (g - n(k)) — g 0n (n(k))||

<lnlgkh) —g-n®)|+  sup  ||6ulg-p) —g-6n(u)|
nEProb(Blu@)

whenever g,h,k € G. Tt follows that (n,), satisfies the conditions of
Proposition 3.1.2 (v). O

3.2 Class S and boundary actions small at infinity

Let G be a locally compact group. We say that a compactification G of G is
G-equivariant if both the actions G ~ G by left and by right translation extend
to continuous actions G ~ G. Following [BO08, Definition 15.2.4], one defined
the following.

Definition 3.2.1. A G-equivariant compactification G of G is said to be - small

at infinity if the extension of the action by right translation is trivial on G \ G.

We define the compactification h*G as the spectrum of the C*-algebra
C(h"G) = {f € C(G) | pyf — f € Co(G) for all g € G }
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and denote by v*G = h*G\ G its boundary. By definition, this compactification
is G-equivariant and small at infinity. It moreover satisfies the following universal

property.

Proposition 3.2.2. Let G be a locally compact group. For every G-equivariant
compactification G that is small at infinity, the inclusion G — G extends to
a continuous G-equivariant map h*G — G that is equivariant for the actions
induced by left and right translation.

Proof. Let G be a compactification that is small at infinity. For every f € C(G),
we have that the restriction h = f|g is uniformly continuous and
Slin;o |h(st) —h(s)|=0

for every t € G, since G is small at infinity. Hence, we can define the G-
equivariant *-morphism

7:C(G) = Ch"G): f flg-

Since 7 is the identity on Co(@G), it follows that the continuous, G-equivariant
map h*G — G induced by Gelfand duality extends the inclusion G — G. O

We are now ready to prove Theorem B from the introduction.

Theorem 3.2.3. Let G be a locally compact group. Then, the following are
equivalent.

(i) G isin class S,

(i)  the action G ~ Vv“G induced by left translation is topologically
amenable,

(iii) the action G ~ h“G induced by left translation is topologically
amenable,

(tv)  the action of G x G on the spectrum of Ci*(G)/Co(G) induced by left
and right translation is topologically amenable.

This characterization is a locally compact version of [0za06, Theorem 4.1]. The
two novelties in the proof of this result are the proof of (iii) and the method we
used to prove the implication (iv)=-(i). Indeed, in the original proof of Ozawa
in the countable setting, it was proven that G belongs to class S if and only if
G is exact and admits a u.c.p. map 60 : C;(G) @min C5(G) — B(L*(G)) such

that 6(a ® b) — A(a)p(b) € K(L*(G)). Here, X and p denote the representations
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of CJ(@) induced by the left and right regular representation respectively.
However, this characterization of class & does not hold for general locally
compact groups. Indeed, for all connected groups G, the reduced group C*-
algebra C;(G) is nuclear (see Theorem 2.3.29) and hence, using Theorem 2.3.26
and the Choi-Effros lifting theorem [CE76], one sees that a map 6 as above
always exists.

Proof of Theorem 3.2.3. First, we prove (i)=-(ii). Let n: G — Prob(G) be a
map as in the definition of class S. Consider the map 7. : CI*(G) — C¥(G)

defined by
g) = /G £(s) dn(g)(s)

for f € C/*(G) and g € G. Note that 7, is well-defined. Indeed, fix f € C{*(G)
and € > 0. For all g, h € G we have

(0 f) (R g) = (1) ()] < S lloo [[n(h " 9) = m(9) |

and

(0 F) (" g) = () (D] < [ fll oo |n(h " g) D)+ 1f =2 flloo

Pick a compact neighborhood K C G of identity. We find compact subset

L C G such that -
[n(h~"g) =" -mlg)]| < 5

whenever h € K and g € G\ L. Now, we can take an open neighborhood Y C K
of identity such that

If = Anfll < % and sup [[n(h~'g) —n(g)[| < e
geL

for all h € U. Tt follows that

A (e f) = e fllo < €

for all A € U and hence 7, f is left uniformly continuous. Similarly, we have for
g,heqG

|(n:£)(gh) — (0 F) (@] < (| fll o In(gh) —n(g)]l- (3.2.1)

Picking again a compact neighborhood K C G of identity, we find a compact
subset L C @ such that

In(gh) —n(g)ll < e
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whenever h € K and g € G\ L. Now, taking an open neighborhood U« C K of
identity such that

sup [[n(gh) —n(h)|| < e
geL

for all h € U, we conclude that
lon(mef) —neflle <e
for all h € U and hence that 7, f is right uniformly continuous.

Moreover, (3.2.1) also implies that
lim_[(1. f)(gh) = (0.)(9)| = 0
g—ro0

for all h € G and hence that 7. (f) € C(h*G) for all f € C*(G).

Similarly, one proves that n,(Agf) — Ag(n+f) € Co(G). Let m : C(A"G) —
C(v*G) = C(h“G)/Co(G) be the quotient map. It follows that won. : C}4(G) —
C(v"@G) is a G-equivariant. By dualization, we obtain a weakly* continuous
G-equivariant map v*G — Prob(B!“G) given by z + &, + p1 o7 o1,. Since G
is exact, the action G ~ "G is amenable and hence so is G ~ Prob(3"“G)
(see Lemma 2.1.19). It follows that G ~ v*G is amenable.

Now, we prove (ii)<(iii). The implication from right to left is trivial. To prove
the other implication, take an arbitrary compact subset K C G and an € > 0.
By Proposition 2.1.15, it suffices to construct a function h € C.(h*G x G)T
such that [ h(z,s)ds =1 for every z € h*G and

/ |h(x,g7's) — h(gzw,s)|ds < e (3.2.2)
for all x € h*G and g € K.
By Proposition 2.1.15 and Remark 2.1.17, we find an f € C.(v“G x G)*
satisfying [, f(z,s)ds =1 and

| 1#Ga™ 9 = pam ol ds <

for all z € v"G and g € K. By the Tietze Extension Theorem, we can extend
f to a function f € C.(h"G x G)T. Since

lim_sup/G [f(i,97"s) = fgwi,s)|ds = /G |f (2, 97"s) = f(gx,5)|ds < %

for every net (x;); in G converging to an x € v"G, we can take a compact set
L C G such that

/ |f(z,g7"s) — flgz, s)|ds < %
G
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for all z € h*G\ L and g € K. After possibly enlarging L and renormalizing 1,
we can moreover assume that [, f(z,s)ds = 1.

Now, fix a function a € Co(G)" with [ a(s)ds = 1. Using Lemma 3.2.4 below,
we take a function ¢ € C.(G)" such that (|, = 1 and |[((gh) — ((h)| < /4 for
h € G and g € K. Now, define h € C.(h*G x G) by

h(z,s) = {{(I)a(xls) +(1-¢(@)f(z,s) ifzeq,
) f(z,s) if x € VG,

A straightforward calculation shows that h satisfies (3.2.2).

Next, we prove (ii)=(iv). Denote by X the spectrum of A = C}'(G)/Co(G).
Since C(h"G) C C¥(G), we have a natural embedding C'(v*G) — A, which in
turn induces a continuous map ¢y : X — v“G. Note that ¢, is G x G-equivariant
with respect to the actions induced by left and right translation. Similarly, we
get a G x G-equivariant map ¢, : X — G, where v'G denotes the spectrum
of the algebra

Clr'G) ={f € CY(G) | \gf = [ € Co(G)}

and the action G x G ~ v*G is induced by left and right translation. By
assumption, the action G x 1 ~ v“G is amenable, and by symmetry so is
1 x G ~ v'G. Since the actions 1 x G ~ v"G and G x 1 ~ vG are trivial,
the diagonal action G x G ~ V"G x v*G is amenable. Now, the conclusion
follows from the G x G-equivariance of the map s X ¢, : X = V"G x V}'G.

Finally, we prove (iv)=(i). By Theorem 2.3.34, the group G is exact. Denote
again by X the spectrum of A = C}*(G)/Co(G). Denoting by 8*G the spectrum
of C¥(G), we get X = f*G \ G. By Proposition 2.1.15 and Remark 2.1.17,
we can take a sequence (f,), of functions in C.(X x G x G)* such that
Josa In(z,s,t)dsdt =1 for all z € X and n € N, and such that

lim |f(z, g s, kM) — fu((g9,h) -2, 8,t)|dsdt =0 (3.2.3)
n—oo GXG
uniformly for x € X and uniformly on compact sets for g, h € G. As before, the
Tietze Extension Theorem yields extensions f, € C.(8“G x G x G)* of each
fn. For each z € 8“G and n € N, we define 1, (z) € M(G)" as the measure
with density function

s»—)/fn(:ﬂ,s,t)dt.
G

with respect to the Haar measure. This yields ||.||-continuous maps #,, : %G —
M(G)*. By (3.2.3), the restrictions of 1, to G C S“G satisfy the conditions of
Proposition 3.1.2 (v). O
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In the proof above, we used the following easy lemma.

Lemma 3.2.4. Let G be a locally compact group. For all compact subsets
K,L C G and all e > 0, there exists a continuous function f € C.(G) satisfying
fle =1 and

|f(kgk') — f(g)| <e
fork, k' € K and g € G.

Proof. Without loss of generality we can assume that K is symmetric and that
int(K) contains the unit e. Denote Lo = L and L, = K"LK™ for n > 1.
Then, L, C int(L,41) for every n € N and hence, we can take a continuous
fn: G —[0,1] with f,(g9) =1 for g € L,, and supp f, € Ly41. Take N € N
such that 1/N < /4 and set

f)= Y o).

Then, f satisfies the conclusions of the lemma. O

3.3 Class S is a measure equivalence invariant

In this section, we prove Theorem E. For countable groups, this result was
proven by Sako in [Sak09a].

Theorem 3.3.1. The class S is closed under measure equivalence.

As said before, by [DL15, Corollary 2.9] and [DL14, Theorem 0.1 (6)] exactness
is preserved under measure equivalence. So, it suffices to prove that property (S)
is a measure equivalence invariant. In order to prove that, we will use the
characterization of measure equivalence in terms of cross section equivalence
relations (see Theorem 2.6.4) and introduce a notion of property (S) for these
relations.

Recall from Definition 2.5.3 the definition of a locally bounded set W C R for
a countable equivalence relations R. Recall that

R® = {(2,9,2) e X x X x X |~y ~ z}.

We define property (S) for countable equivalence relations as follows.
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Definition 3.3.2. Let R be a countable equivalence relation on a standard
measure space (X, ). We say that R has property (S) if there exists a Borel
map 7 : R?) — C such that

Y n(,y,2) =1

zeX
Z~T

for a.e. (x,y) € R and such that for all e > 0 and ¢, € [R] the set

{(x,y)eR

5 it 6(0).2) . 2)] > ¢} (33.1)

zeX

is locally bounded.

Remark 3.3.3. The map 7 above can be viewed as a map assigning to all
(x,y) € R a probability measure on the orbit of y such that for all £ > 0 and
all ¢, € [R] the set

{(z,9) e R [|n(¢(@),¥(y) —n(z,v)||, > e} (3.3.2)

is locally bounded.

We prove first that this notion of property (S) is stable under restrictions and
amplifications of ergodic, countable equivalence relation.

Lemma 3.3.4. Let R be a countable, ergodic equivalence relation on some
standard probability space (X, u) and let Xo C X be a Borel subset with positive
measure. Then, R has property (S) if and only if the restriction Rg = RN
(Xo x Xo) has property (S).

Proof. Since R is ergodic, we can take a partition Y = (J; Y; up to measure
zero and Borel isometries ¢; € [R] such that ¢;(Y;) C Yo.

Suppose first that R has property (S) and let 79 be as in Definition 3.3.2. We
extend 1 to a map n on R by setting

n(z,y) = no(ei(2), i (y))
for every (z,y) € R with z € ¥; and y € Y;. It is straightforward to check that
n satisfies (3.3.1) for every € > 0 and ¢, ¢ € [R].

Conversely, suppose that R has property (S). Let 17 be a map as in the definition.
Define for (x,y) € R a probability measure on the Rg-orbit of y by setting

mo(z,y)(z) = Z n(z,y)(¢; ' (2))
ze:oei{n)
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whenever (z,y) € Ro. Clearly, no satisfies (3.3.1) for every € > 0 and every
2 1/1 € [RO} [

It follows that property (S) is preserved under stable isomorphism.

Corollary 3.3.5. Let R1 and Ro be two ergodic countable equivalence relations
such that R1 =5 Ra. Then, Ry has property (S) if and only Ra has.

Recall from Section 2.5.5 that every action nonsingular, essentially free action
G ~ (X,u) admits a cross section X; C X such that the cross section
equivalence relation R = R(G ~ X) N (X7 x X;) is countable. We prove
that the above notion of property (S) is compatible with taking cross section
equivalence relations.

Proposition 3.3.6. Let G be a locally compact group and G ~ (X,p) an
essentially free, ergodic, pmp action. Let X1 C X be a cross section and R the
associated cross section equivalence relation. Then, G has property (S) if and
only if R has property (S).

Proof. Fix Borel maps v: X — G and 7 : X — X; such that x = y(z) - 7(z)
for a.e. z € X. First, assume that G has property (S). Let  : G — Prob(G) be
a map as in the definition of property (S). Define for each € X a map

e G— X1 g n(g ).

Note that 7, is a Borel map from G to the R-orbit of 7(z). We define the map
1’ as in Definition 3.3.2 by

0 (2,y) = (m2)un(w(z,y))

for (z,y) € R. Note that indeed every n'(z,y) is a probability measure on the
R-orbit of x.

To prove that 1’ satisfies (3.3.2), fix €,0 > 0 and ¢, € [R]. It suffices to find
a Borel set E C X7 with p1(X; \ E) < ¢ such that the set

{(z,y) eRN(E x E) | |7 (¢(x),v)) —n'(=.9)||, > e} (3.3.3)

is bounded.

By Lemma 2.5.40, we find a compact set K C G and a measurable £ C X; with
p1(X1 \ E) < 6 such that w(p(z),z) € K and w(y, ¥ (y)) € K for all z,y € E.
Take a compact set L C G such that ||n(gkh) —g-n(k)|1 <e for all g,h € K
and all k € G\ L. We claim that

|7 (@), v (y) —n'(z,9)||, <e (3.3.4)
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whenever (z,y) € RN (E x E) and w(z,y) € G\ L. Assuming the claim is true,
the set from (3.3.3) is contained in the set of all (z,y) € R with w(z,y) € L
which is bounded by Lemma 2.5.40. To prove (3.3.4), fix (z,y) e RN (E x E)
with w(z,y) € G\ L. We have

7' (e(z), (W) = 7' (2, 9)||, = |(Tp@)en(wle(@), () = (r2)en(w(z,y))|,

Now, 74(9) = Ty (2) (w(e(z), 2)g) and hence

()« (n(w(@,9))) = (Tp(a))« (W (p(@), ) - n(w(z,y)))

which yields that

7' (@), 9(y) =1 (2, 9)||, = [|n(wle), () —w(e(@),z) - n(wlz, )|,
< €.

where we used the identity

w(p@), ¥(@)) = w(e(@), z)w(z,y)w(y, ¥ (y))

and the assumption that w(¢(z), ), w(y,¥(y)) € K and w(z,y) € G\ L. Hence,
(3.3.4) is proved.

Conversely, assume that R has property (S) and let  be a map as in the
definition. Choose an arbitrary £ € Prob(G) and define

n' : G — Prob(G) : g — / m(gz),7(2), z)w(gz, 2) -f) dp(z).

z€Xy
zrm(x)

We prove that ' satisfies (3.1.1). To motivate the arbitrary choice of £, note
that whenever 7 satisfies (3.1.1), so does the map g — 7'(g) * &, where n'(g) * ¢
denotes the convolution product of 1'(g), & € Prob(G).

Fix a symmetric, compact neighborhood K of the unit e in G and an € > 0.
Take a compact, symmetric subset L C G such that F = y~!(L) satisfies
w(F) > 1—e. Denote k = Ag(L)/ covol(X1), where covol(X1) is defined as in
Remark 2.5.39. By Lemma 2.5.40, the set

W= {(z,y) € R |w(z,y) € LKL}

is bounded Borel. Writing W as a union of finitely many elements of [[R]] and
using (3.3.2), we see that the set

V={(z,y) e R |3z, ), (y,y) e W, In(@',y") = n(z,y)ll, > ¢}
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is locally bounded. Denoting ¢ = £/k and using Lemma 2.5.40, we can find a
compact set C' C G and a measurable £ C X; and with uq(E) > 1 — ¢ such
that w(V N (E x E)) € C. We conclude that

n(z’,y") = n(z,y)l, <e (3.3.5)
whenever (z,y) € RN(E x E) with (z,2") € W, (y,y') € W and w(z,y) € G\C.

Denote D = LCL. We conclude the proposition by proving that
7 (gkh) — g -7/ (k)| < 4K6 + 9¢ = 13¢ (3.3.6)

for all g,h € K and k € G\ D. So, fix g,h € K and k € G\ D. Applying the
change of variables x +— h~ 'z and using that w(gkx,z) = gw(kx, z), we find
that

W (ghh) = g ( | (3 nlrtaka).nhta). i) - ¢) du(a:))

zeX,
zrm(x)

and hence
10" (gkh) —g-n' (k)| < /X [n(m(gka), m(h~"2)) —n(n(kz), ()], du(z).

Since g,h~! € K, we have that (7(gkz), 7(kz)) € W and (n(h~'z),7(z)) € W
whenever z € X is such that gkz,h~'x,kx,x € F = v~(L). Moreover, for
such an  we also have w(m(kz),n(z)) € LkL C G\ C. Hence, by (3.3.5) we
have that

|n(7(gha), m(h~'2)) — 77(71’(]{3:1?),7('(3?))”1 <e (3.3.7)
whenever gkz, h ™'z, kx,x € F, 7(x) € E and 7(kx) € E.

Since u(F) > 1 — e, we can find a measurable set F/ with u(F’) > 1 —4e
such that gkx,h 'z, kx,z € F for every x € F’. Moreover, the map 6 :
G x X1 — X is injective on the image A of the map z — (y(z),n(z)). Hence
by Proposition 2.5.38 and Remark 2.5.39, we have that covol(Xy) u(6(U)) =
(A @ p1)(U) for all Y C A. Tt follows that for measurable S C X;, we have
that

p(rH(S) N F) = covol(X1) ' (Ag x 1) (AN (L x 5))

Ag (L)

=X mﬂl(s) = rpu1(S).

Applying this to 7= (X \ E) N F and using the definition F’ above, we conclude
that (3.3.7) holds on a set whose complement has at most measure 4e + 2k
and hence that (3.3.6) holds. O
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We now have the following.

Corollary 3.3.7. Property (S) is a measure equivalence invariant.

Proof. Let G be a locally compact group in class S and let H be a group
that is measure equivalent to G. By [KKRI18, Theorem A] and [KKR17,
Theorem A], G and H admit free, ergodic, probability measure preserving
actions G ~ (X, p) and H ~ (Y,v) with cross sections X; C X, V7 C Y
and cross section equivalence relations R and 7T respectively such that R is
stably isomorphic to 7. But, by Proposition 3.3.6, the relation R (resp. T)
has property (S) if and only if G (resp. H) has and by Corollary 3.3.5, R has
property (S) if and only if 7 has. O

The proof of Theorem 3.3.1 is now immediate.

Proof of Theorem 3.3.1. Let G be a locally compact group in class S and let H
be a group that is measure equivalent to G. Then, H has property (S) by the
previous result. Moreover, by [DL15, Corollary 2.9] and [BCL17, Theorem A]
G is exact if and only if the proper metric space (G, d) has property (A) in
the sense of Roe, where d is any proper left invariant metric that implements
the topology on G, and by [DL14, Theorem 0.1 (6)], property A is a measure
equivalence invariant. O

In [0za09], Ozawa proved that Z? x SLy(Z) is in class S. Combining this with
Theorem 3.3.1 yields the following.

Corollary 3.3.8. The groups R? x SLy(R) and R? x SLy(Z) both belong to
class S.

Proof. The group Z? x SLa(Z) is a lattice in both R? x SLy(R) and R? x SLy(Z).
Hence, the latter two groups are measure equivalent with Z? x SLy(Z), which
belongs to class S by [0za09). O

3.4 Examples of groups of class S

As said in the introduction, several examples of countable, discrete groups in
class S were already known: amenable groups, hyperbolic groups (see [Ada94]),
lattices in connected simple Lie groups of real rank one with finite center (see
[Ska88, Théoreme 4.4]), wreath products B I' with B amenable and I' in class
S and Z? x SLz(Z) (see [0za09]) are all in class S.
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In this section, we provide several examples of locally compact groups in class S.
Recall from Corollary 3.1.6 and Corollary 3.3.8 that class S contains all amenable
groups, R? x SLa(R) and R? x1 SLy(Z). By [Ska88, Proof of Théoréme 4.4], the
following holds.

Proposition 3.4.1. Connected, simple Lie groups of real rank one with finite
center belong to class S.

As mentioned in Example 2.1.9, examples of connected, simple Lie groups of
real rank one with finite center are SLa(R), SU(n, 1) and Sp(n, 1), along with
the connected component of SO(n, 1) containing the unit element.

Skandalis obtained the previous result by using that connected, simple Lie
groups of real rank one with finite center have negative sectional curvature.
Below, we will obtain a similar result for other “negatively curved” groups:
we prove below that groups acting continuously and properly on a tree or a
hyperbolic graph are also in class §. This proves for instance that the totally
disconnected group SLo(K) with K a local field (for instance the field Q, of
p-adic numbers) belongs to class S (see for instance [Ser80, Chapter II] for the
construction of the action of SLy(K) on a tree). We prove furthermore that
certain locally compact wreath products B ¢4 H (see Theorem 3.4.14) are in
class S. Along the way, we characterize when semidirect products belongs to
class S (see Proposition 3.4.11). Finally, we also provide some counterexamples
to groups in class S.

We begin by proving the following result which states that we can ignore closed,
amenable subgroups when proving that a group belongs to class S.

Proposition 3.4.2. Let G be an locally compact group and K a closed,
amenable subgroup. If there exists a Borel map n : G — Prob(G/K) such
that

dim [[n(gkh) —g-n(k)[| =0
—00

uniformly on compact sets for g,h € G. Then, G has property (S).

Proof. Using Lemma 3.1.5 we can assume that 7 is ||.||-continuous. The proof
then follows easily from Lemma 3.4.4 below. O

Let G be a locally compact group and H C G a closed subgroup. Denote by
p: G — G/H the quotient map. Let 0 : G/H — G be a locally bounded Borel
section for p, i.e. a Borel map satisfying p o 0 = idg g that maps compact sets
onto precompact sets (see for instance [Mac52, Lemma 1.1] for the existence of
such a map). We can identify G with G/H x H via the map

¢:G—G/HxH:gw (gH,o(gH) 'g). (3.4.1)
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Under this identification the action by left translation is given by k- (gH, h) =
(kgH,w(k,gH)h), where w(k,gH) = o(kgH) *ko(gH). Note that w maps
compact sets of G x G/H onto precompact sets of G.

The identification map ¢ is not continuous, but it is bimeasurable and maps
(pre)compact sets to precompact sets. This allows us to identify the spaces
Prob(G) and Prob(G/H x H) via the map p +— ¢, u. Note that this identification
map is continuous with respect to the norm topology on both spaces (and hence
bimeasurable), but not with respect to the weak* topology on both spaces. We
use the above identifications in the following two lemmas.

Lemma 3.4.3. Let G be a locally compact group and H C G a closed, amenable
subgroup. Let (vy,)n be a sequence in Prob(H) satisfying

lim ||h- vy, —vy]| =0
n—oo

uniformly on compact sets for h € H. Then,
lim |lg- (p@wn) = (g-p) @vnl =0
n—oo

uniformly on compact sets for g € G and p € Prob(G/H), where we equipped
Prob(G/H) with the weak™* topology.

Proof. Fix compact subsets K C G and £ C Prob(G/H). Take an arbitrary
€ > 0. There is a compact subset L C G/H such that u(L) > 1 — ¢ for all
w € L. Hence, for all f € C.(G/H x H), p € L, k € G and n € N, we have

[ pakwen) - [ pakepes,
G/HxH

G/HxH

< /H] [ 70 @ m) v~ [ ot m | dutom)
:/G/H’/H f(kgH,w(k, gH)h) dun(h)—/Hf(kgHﬂ)an(h)‘du(gH)
< /G y /H |FUegHL )| ]k, gH) - v — vy | (h) dps(gH)

<l (25+ [ etigin) - = du(gH)> ,

where |w(k, gH) vy, — vy | denotes the total variation measure of w(k, gH)- vy —vy,.
Since w maps compact sets to precompact sets, we can find an ng € N such
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that ||w(k,gH) - vp — || < € for all n > ng, all k € K and all gH € L. We
conclude that
Hk(/l@)Vn)_(kﬂ)@VnH < 3e

whenever n > ng, p € £ and k € K, thus proving the result. O

Lemma 3.4.4. Let G and H be locally compact groups, 7 : G — H a continuous
morphism and K C H a closed, amenable subgroup. Let G ~ X be a continuous
action on some o-compact space X. Let G ~ Prob(H) (resp. G ~ Prob(H/K))
be defined by g-p = w(g)-p for g € G and p € Prob(H) (resp. u € Prob(H/K) ).
If there exists a weakly* continuous map n: X — Prob(H/K) such that

Jim [n(gz) —g-n(@)ll =0

uniformly on compact sets for g € G. Then, there exists a Borel map 7 : X —
Prob(H) such that

lim [|7j(gz) — g - 7i(z)|| =0

Tr—r0o0
uniformly on compact sets for g € G. Moreover, if n is assumed to be ||.|-
continuous then also 1) can be assumed to be ||.||-continuous.

Proof. Fixing a locally bounded Borel section o : H/K — H for the quotient
map p : H — H/K, we can identify H with H/K x K and Prob(H) with
Prob(H/K x K) as in (3.4.1).

Since K is amenable, we can take a sequence (vy), in Prob(K) such that
|k - vn — vp|l = O uniformly on compact sets for k € K whenever n — co. We
construct maps as in Remark 3.1.4 as follows. Fix an € > 0 and a compact
C C G. Take a compact L C X such that ||n(gz) —g-n(z)|| <eforall g e C
and © € X \ L. Fix any compact set L’ C X. Applying Lemma 3.4.3 to the
weak™® compact set n(L’), we find an n € N such that

H(gn(a:)) Qvn—g- (n() ®V")H <e€

for any x € L’ and g € C. Defining n : X — Prob(H) by n'(z) = n(x) ® v, for
r € X, we have

17" (gz) — g -0 (@) || < In(gz) — g - n(@)| + ||(g- n(x)) @ vn —g - (n(x) @ vy)||
< 2e

for any g € C and any x € L’ \ L. We conclude that the map ' is as in (3.1.4).
Moreover, if 7 is ||.||-continuous, then so is 7’. O

Class S is closed under passing to closed subgroups.
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Proposition 3.4.5. Let G be a locally compact group and H C G a closed
subgroup. If G is in class S, then so is H.

Proof. By [KW99a, Theorem 4.1], the subgroup H is exact. Fix a locally
bounded Borel section ¢ : G/H — G for the quotient map p : G — G/H
satisfying o(H) = e. Identifying Prob(G) with Prob(G/H x H) as in (3.4.1),
we find an H-equivariant isometry Prob(G) — Prob(H). Composing the map
1 : G — Prob(G) from the definition of property (S) for G with this isometry
and restricting to H, yields the required map H — Prob(H). O

We will now provide a few easy examples of groups not belonging to class S.

Proposition 3.4.6. Let G and H be two locally compact groups. Suppose that
G is nonamenable and H is not compact. Then, the direct product G x H does
not belong to class S

Proof. Suppose that G x H does belong to class S. Let n : Gx H — Prob(G x H)
be a map as in the definition. Since H is not compact, we can take a sequence
h, € H such that h, — co. We have

Jim (e, hn) — g (e, hn)|l = lim_|[n(gg™", hn) = g - e, hn)|[ =0

uniformly on compact sets for g € G. Integrating the measures 7(e, h,,) over H
yields a sequence (vy), in Prob(G) such that ||v, — g - v,|| — oo uniformly
on compact sets for ¢ € G. By Theorem 2.1.2 (vi) this contradicts the
nonamenability of G. O

Together with Proposition 3.4.5, the previous result implies that SL(n,R) for
n > 3 does not belong to class S. Indeed, SL(n,R) contains the closed subgroup
SL(n — 1,R) x R, which does not belong to class S by the previous result.

Similarly, we prove the following.

Proposition 3.4.7. Nonamenable locally compact groups with noncompact
center do not belong to class S.

Proof. Suppose that G belongs to class S. Let 1 : G — Prob(G) be a sequence
as in the definition of property (S). Take a sequence (z,), in the center Z(G)
such that z,, — oo. Then,

Jim [|n(zn) — g - n(za)ll = lim |[n(gzag™") — g n(za)|| =0

uniformly on compact sets for g € G. By Theorem 2.1.2 (vi), we conclude that
G is amenable. O
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Recall from Definition 2.1.11 that a group G is said to be inner amenable at
infinity if G admits a conjugation invariant mean m : L*°(G) — C.

Proposition 3.4.8. A locally compact group G that is inner amenable at
infinity belongs to class S if and only if it is amenable.

Proof. If G is amenable, the result is immediate. Conversely, suppose that G is
in class S. Let nn : G — Prob(G) be a map as in the definition. Define the map
[/ Cb(G) — Cb(G) by

(n:f)(g) = /Gfdn(g)~

It is easy to prove that 7, (Agf) — Agn«(f) € Co(G) and 0. (f) — pgns«(f) € Co(G)
for all f € C4(G) and g € G.

Since G is inner amenable at infinity, we can take a state m : L*°(G) — C
that is invariant under conjugation and such that m(f) = 0 for all f € Co(G).
Hence,

mo n*()‘gf) = m()‘gn*(f)) = m(pg)‘gn*(f)) =mo n*(f)
for f € Cy(G). We conclude that m o7, is a left invariant mean on Cy(G). O

3.4.1 Groups acting on trees or hyperbolic graphs

Recall from Section 2.2 the definition of a hyperbolic metric space. In this
section, we prove Proposition C from the introduction. In the case of countable
discrete groups, this result was proved by [Ada94].

Proposition 3.4.9. Let G be a locally compact group. If one of the two
following conditions is satisfied, then G belongs to class S.

(i) G admits a continuous action on a (not necessarily locally finite) tree
that is metrically proper in the sense that for every verter x, we have
that d(x, g - ) — oo when g tends to infinity in G.

(1) G admits a continuous, proper action on a hyperbolic graph with
uniformly bounded degree.

Proof. In both cases, G is exact by Propositions 2.1.7 and 2.2.4 and Theo-
rem 2.3.33. In both cases, we have an action G ~ G on a graph G = (V, E) that
is metrically proper and continuous. We claim that it suffices to construct a
map 7 : G — Prob(V) satisfying

dim [[n(gkh) —g-n(k)[| =0
—00
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uniformly on compact sets for g,h € G. Indeed, suppose that 7 is such a
map. Fix a maximal set of vertices F' C V with pairwise disjoint orbits and
write M, = Ag(Stab(x)) for every x € V. Define the G-equivariant map
0 : Prob(V) — S(G) by

ou)(o) = 3 vrnlom). (3.42)

zeF z

Note that the sum on the right hand side has at most countably many nonzero
terms, since u(Gzx) > 0 for at most countably « € F. Using that GF =V, one
easily checks that indeed 0(u) € S(G). Moreover, for u, v € Prob(G), we have

16(4) — 600, < /Z I(gz) — v(gz)| dg

zEF

=Y ) Iulgx) —v(ga)l

z€F geG /S,

= [l =vll.

Hence, the composition 8 o 7 is as in the definition of property (S). This proves
the claim.

Assume that G is tree. For all 2,y € V, denote by [z,y] C V the (unique)
geodesic between = and y. Fix a base point zg € V. Define the continuous
map 7 : G — Prob(V) by defining n(g) as the uniform probability measure on
[0, gxo]. For all g,h, k € G the symmetric difference between [zq, ghkzg] and
g+ [zo, hxo] = [gxo, ghxo] is contained in [zg, gzo] U [ghxo, ghkzo] and hence
contains at most d(xo, gxg) + d(zo, kxo) elements. Since the action G ~ G is
metrically proper, we have d(xg, hxg) — oo when h tends to infinity in G. It
then follows that

2
| e )
i n(ghk) =g ()| < lim G2 (A0, gz0) + (o, ko)) = 0

uniformly on compact sets of g,k € G, as was required.

Now, assume that G ~ G is a continuous, proper action on a hyperbolic graph
G = (V, E). This proof is based on [Kai04, Theorem 1.33] and especially the
version in [BOO08, Theorem 5.3.15]. For completeness, we provide the details
here.

We use the following ad hoc terminology. Assume that [2’,y’] C V is a geodesic.
If d(2',y') is even, we call the “midpoint of [«/,y]” the unique point z € [z, /]
with d(a', 2z) = d(z,y") = d(2',y") /2. I d(2’,y") is odd, we declare two points of
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[#’,y'] to be the “midpoints of [z, y']”, namely the two points z € [z/,y'] with
d(z',2) = (d(¢',y") £1)/2 and thus d(z,y') = (d(z',y’) F1)/2. Forall z,y € V
and k € N, define A(z,y,k) C V as the subset of all midpoints of all geodesics
[#',y'] CV with d(z,2’) < k and d(y,y’) < k. Note that A(z,y, k) = A(y, x, k)
and A(g-x,g9-y,k) =g A(z,y,k) forall z,y € V, k € Nand g € G.

Take ¢ > 0 such that every geodesic triangle in G is d-thin (see [BO08, Definition
5.3.3]). Define
B=sup [{y €V |d(y,x) <25}
zeV

Since G has uniformly bounded degree, we have that B < co. We claim that
for all x,y € V with d(z,y) > 4k, we have

|A(z, y, k)| < 2(k + 1)B. (3.4.3)

To prove this claim, fix a geodesic [z,y] between z and y and denote by
[a,b] C [z,y] the unique segment determined by

d(z,a) = |d(x,y)/2] —k and d(z,b) = [d(z,y)/2] + k.

Note that [a,b] contains at most 2(k + 1) vertices. To prove the claim, it thus
suffices to show that every z € A(x,y, k) lies at distance at most 2§ from a
vertex on [a, b].

Choose a geodesic [z/,y'] C V with d(z,2’") < k and d(y,y’) < k. Let z be one
of the mid points of [/, y']. Since d(z,y) > 4k, the geodesic picture of the five
points z,x’,y,%’, z in a tree would look as the following picture on the left.

Zo Z Yo

In our comparison tree, some of the “small” segments [z, z¢], [z, Zo], [y, Yo],
[v', o] could be reduced to a single point, but the “large” segment [xq, 3] has
length at least 2k. Therefore, in the comparison tree, the mid point z of |2/, /]
lies on the segment [zg, yo]. We now turn back to segments in the hyperbolic
graph G, as in the picture on the right. Denote by ¢ € [z, y] the unique point
with d(z,¢) = d(2',z). By construction, ¢ € [a,b]. To conclude the proof of
(3.4.3), we show that d(c,z) < 2. Choose a geodesic [z,y’] and denote by

€ [z, 4'] the unique point with d(z,e) = d(z’, z). Applying d-thinness to the
geodesic triangle x, z’,y’, we find that d(z,e) < §. Then applying d-thinness to
the geodesic triangle x,y,y’, we get that d(e,c) < . So, d(z,¢) < 26 and the
claim in (3.4.3) is proven.
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Given a finite subset A C V, denote by p(A) the uniform probability measure
on A. Exactly as in the proof of [BO08, Theorem 5.3.15], define the sequence
of maps

2n

> (Al y, k).

k=n-+1

M2V xV = Prob(V): (z,y) —

3|

For finite sets A, B C V, we have

1 1
I94) = 9B =140 Bl (- = 37 ) + Tl A\ Bl + B\ A

:272|AQB\7
where M = max{|A|, |B|} and m = min{|A|, |B|}. When d(z,2") < d < k, we
have

A(%y’k - d) C A(Jj/,y’ k) C A(x,y, k+ d)

Therefore, whenever d(z,z’) < d < k, we have

|A(z, y, k — d)|

1 /
g (A3, 1) — p(AG, ) < 1= (0

So if d(z,z") < d < n, we use the inequality between arithmetic and geometric
mean and get that

2n
1 / 1 Az, y, k — d)|
a n b - n 9 < 1 - T A7 1 . N
=n-+1
on 1/n
<1- H |A(z,y, k — d)]
AL Gy kT a)

n 1/n
- ( 1 A,y k)| )
[T s Al y. k)]

1

<1-— .
|A(z, y,2n + d)[2d/»

Using (3.4.3), it follows that whenever d(z,2’) < d < n and d(z,y) > 4(2n + d),
we have

1 —2d/n
5 (@ y) = na (2, 9)Il 1= (220 +d + 1)B) /.
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So, for every d € N and every z € V', we have

lim limsup sup ||nn(z,y) —nu(2’,y)[| =0

n—r00 y—00 QZIEV
d(z,z")<d

Now, fix a vertex xg € V and define maps 7, : G — Prob(V) by 7,(g) =
1n (o, gxo) for every g € G and every n € N. For all g,k € G and n € N, we
have

7in (%) = - i (B)) = (0, 9k0) — 1 (g0, gho) |

and since the action G ~ G is continuous and proper, it follows that

lim limsup sup ||7,(gk) — ¢ - 7(k)|| = 0.

n—=0 kyco geK

On the other hand, for all k,h € G and n € N, we have
i (kh) = nn(z0, khao) = k - 0, (k™ 20, hao) = k - nn(hao, k™ 2)

and
iin(k) =k - Wn(k_lxoyffo) =k - nn(xo, k_lxo).
Hence
177 (kR) = 7 (k)| = ||1n (havo, k™ 0) — 1n (w0, k™ o) || -

It follows that

lim limsup sup ||, (kh) — 7(k)|| = 0.

n=0 ksco hEK
We conclude that the composition of 7, with the map 6 from (3.4.2) yields
maps as in Proposition 3.1.2 (v). O

Corollary 3.4.10. All compactly generated hyperbolic groups G belong to class
S.

Proof. By [CCMT15, Corollary 2.6], G admits a proper, continuous, cocompact,
isometric action on a proper geodesic hyperbolic metric space. By [MMS04,
Theorem 21 and Proposition 8], G satisfies at least one of the following three
structural properties: G is amenable, or G admits a proper action on a hyperbolic
graph with uniformly bounded degree, or G admits closed subgroups K <
Go < @G such that Gq is of finite index and open in G, K is a compact
normal subgroup of Gy and Gy/K is a real rank one, connected, simple Lie
group with finite center. In the first two cases, G belongs to class S by
Corollary 3.1.6 and Proposition 3.4.9. In the latter case Gp/K belongs to class
S by Proposition 3.4.1. But, Go/K is measure equivalent to G and hence the
result follows from Theorem 3.3.1. O
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3.4.2 Semidirect products and wreath products in class S

The next result characterizes when a semidirect product belongs to class S. By
definition a semidirect product G = B x H belongs to class S whenever it is
exact and there exists a map 7 : G — Prob(G) satisfying

H:u’((a7k)(b7 h)(a/?k/)) - (a,k) : /’L(b’ h)” —0

uniformly on compact sets for (a, k), (a/,k’) € G whenever (b,h) — co. The
result below shows that is suffices that there exist two such maps one of which
satisfies the convergence above when b — oo and the other when h — oco.

Proposition 3.4.11. Let G = B x4 H be a semidirect product of locally
compact groups. Then, G is in class S if and only if B and H are exact, and
there exists Borel maps p: G — Prob(G) and v : G — Prob(G) such that

tim (@ K)(bB)(@ . K)) (@ k) - (b, ]| = 0 (3.4.4)
uniformly on compact sets for a,a’ € B and k,h, k' € H, and such that

lim ||v((a,k)(b,h)(a', k")) — (a, k) - v(b, k)| (3.4.5)

h—o0

uniformly for b € B and uniformly on compact sets for a,a’ € B and k, k' € H.

Proof. The only if part is immediate. Indeed, the map 7 : G — Prob(G) as
in the definition of class S, satisfies both (3.4.4) and (3.4.5). Moreover, the
groups B and H are exact as closed subgroups of an exact group (see [KW99a,
Theorem 4.1]).

To prove the converse, note first that G is exact as an extension of an exact
group by an exact group (see [KW99a, Theorem 5.1]). Let p : G — Prob(G)
and v : G — Prob(G) be as above. By Proposition 3.1.2 (v), it suffices to
prove that for every compact K C G and every € > 0, there exists a Borel map
1 : G — Prob(G) and a compact L C G such that

(0, 1) (B, ) (@', ) — (0 ) - (b, )| < & (3.4.6)
for all (a, k), (a’, k") € K and all (b,h) € G\ L.

So, fix a compact K C G and an ¢ > 0. Let Kg C B and Ky C H be compact
subsets such that K C {(b,h) | b€ Kp,h € Ky}. By assumption, we can take
a compact set Ly C H such that

[v((as k) (b, B) (!, K)) = (a, k) - (b, )| < g (3.4.7)
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whenever a,a’ € Kg, b€ B, k, k' € Ky and hGH\EH.

Using Lemma 3.2.4, we take a function f € C.(H) such that f(h) = 1 for
h € Ly and |f(khk') — f(h)] < £/4 whenever h € H and k. k' € Ky. Set
Ly = supp f. Now, we can take a compact set Ly C B such that

|1e((a, k) (b, R)(d', K)) = (a, k) - (b, B)|| <

whenever a,a’ € K, b€ G\ L, k,k' € Ky and h € Ly.

(3.4.8)

DN ™

Define  : G — Prob(G) by

n(b,h) = f(h)u(b, h) + (1= f(h))v (b, h)

for (b,h) € G. Set L = {(b,h) € G |b€LB,hELH} Fix (a,k),(d, k') € K
and (b,k) € G\ L. Denote g = (b, h), ¢’ = (a,k)(b,h)(a', k"). We have
(9

In() = (a. k) - ()| < () ulg) = (as ) - (o)
+(1=£(W) (g = (a, k) - v(g) | + 21 () — F(khK)]
< fM) lulg') = (a, k) - n(g)ll
+(1= F(0) Ir(g") = (@, k) - ()| + 5

We are in one of the following three cases (see Fig. 3.1).

Case 1. If h € H\ Ly, then f(h) =0 and (3.4.7) holds.
Case 2. If h € Ly \ Ly and b € B\ L, then both (3.4.7) and (3.4.8) hold.
Case 3. If h € Ly and b € B\ L, then f(h) =1 and (3.4.8) holds.

In all three cases, we conclude that (3.4.6) holds, thus proving the proposition.
O

Remark 3.4.12. Note that (3.4.4) is equivalent with the existence of a map
it : B — Prob(QG) satisfying
lim ||fi(aba’) —a - a(b)]| =0 and lim ||fi(on (b)) — k- f(b)|| =0
b—oc0 b—o00
uniformly on compact sets for a,a’ € B and h € H. Indeed, the restriction of a

map as in (3.4.4) satisfies the above equations. Conversely, given a map i as
above, the map p : G — Prob(G) defined by u(b, h) = i(b) satisfies (3.4.4).
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(3.4.8) holds

Figure 3.1: Regions where (3.4.7) and (3.4.8) hold.

When the group B is amenable, the previous result specializes to the corollary
below. In the setting of countable groups, this result was proved by Ozawa
in [Oza06, proof of Corollary 4.5] and [0za09, Section 3|. However, the proof
provided there does not carry over to the locally compact setting, since, as we
explained after Theorem 3.2.3, the characterization of class S in terms of a
w.c.p. map ¢ : C(G) @min C5(G) — B(L%(G)) satisfying ¢(x @ y) — A(z)p(y) €
K(L?*(@)) (see [BOO8, Proposition 15.1.4]) does not hold in this setting. Also
the method used in [BO08, Section 15.2] cannot be applied, since for a locally
compact group G the crossed product C(X) x, G can be nuclear while G ~ X
is not amenable.

Corollary 3.4.13. Let G = B x4 H be a semidirect product of locally compact
groups with B amenable. Then G is in class S if and only if H is in class S
and there is a Borel map p1: B — Prob(H) such that

blim ||,u(ah(b)) —h- ,u(b)” =0 and lim ||pu(aba’) — pu(b)]| =0
—» 00 b—o00

uniformly on compact sets for h € H and a,a’ € B.

Proof. The only if part follows immediately from Proposition 3.4.11 and Re-
mark 3.4.12. Conversely, let p : B — Prob(H) be a map as above. By
Lemma 3.1.5, we can assume that g is ||.||-continuous. Let H ~? B x B be
the diagonal action and let Gy = (B x B) xg H. We apply Lemma 3.4.4
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to the map p with the morphism « : Gy — G given by ﬂ(a,a’,h) = (a,h)
for a,a’ € B and h € H, the space X = B, the action Gg ~ X given by
(a,a’,h) b = aap(b)(a’)7! for a,a’,b € B and h € H, and the amenable
subgroup K = B C G. This yields a map i : B — Prob(G) as in Remark 3.4.12.
Similarly, let n : H — Prob(H) be as in the definition of class S. Applying
Lemma 3.4.4 to the map v with the morphism 7 : G x G — G given by
m(g,9') = g for g,¢' € G, the space X = H, the action G x G ~ X induced
by left and right translation and the amenable subgroup K = B, yields a map
U : H — Prob(G) satisfying

Tim [[P(ERK) — (a k) - 5(1)] = 0

uniformly on compact sets for k, k' € G and a € B. Now, the map v : G —
Prob(G) defined by v(b, h) = (h) satisfies (3.4.5). O

We are now ready to characterize when wreath products belong to class S. The
suitable notion of wreath products for locally compact groups was introduced
by Cornulier in [Corl7]. Let B and H be locally compact groups, X a countable
set with continuous action H ~ X and A C B a compact open subgroup. The
semirestricted power BX4 is defined by

BXA = {(bs)zex € BX | by € A for all but finitely many z € X} .

This space is locally compact and second countable when equipped with the
topology generated by the open sets [], .y Cr where C; C B is open for every
z € X and C, = A for all but finitely many = € X. For b € BX4, we denote
supp, b= {x € X | b(z) ¢ A}

Denote by « the action of H on BX*4 by translation, i.e. ay(b)(z) = b(h~'x)
for b€ BX4, h € H and = € X. It is easy to see that this action is continuous.
The (semirestricted) wreath product Biy is now defined as

BYy H=BY"x,H (3.4.9)

equipped with the product topology. By [Corl7, Proposition 2.4] it is a locally
compact group.

Theorem D from the introduction is now an immediate consequence of the
following theorem.

Theorem 3.4.14. Let A, B, X and H be as above. Suppose that B 1is
noncompact and |X| > 2. Then, B 234( H belongs to class S if and only if
B is amenable, the stabilizer Staby (x) of every point x € X is amenable and
H belongs to class S.
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Note that if | X| = 1, then B4 H = B x H belongs to class S if and only if
both factors are amenable, or one of B and H belongs to class S and the other
is compact. If B is compact, then by Theorem 3.3.1, we have that B 2§ H
belongs to class § if and only if H does.

Proof of Theorem 8.4.14. Suppose first that B 234( H belongs to class §. It
follows that the subgroups H and B x B do. Hence, B must be amenable. For
every point xg € X the subgroup

B x Staby (z9) = {(b,h) € B1% G | b(z) = e if x # x0}
belongs to class S. Since B is noncompact, it follows that Stabz (x() is amenable.

Conversely, suppose that H belongs to class S and that B and all stabilizers
Staby (z) are amenable. We prove that B 4 H belongs to class S. Denote by
X = UieI X; the partition of X into the orbits of H ~ X and fix z; € X; for
all i € I. Write B; = BX#4 and H; = Stabg (z;).

Step 1. Each B 234(i H belongs to class S. Fix i € I. To prove this step, we
proceed along the lines of [BO08, Corollary 15.3.6]. We claim that it suffices
to prove the existence of a continuous map ¢; : B; — M(H/H;)" = {1(X;)*T

satisfying
i VGO = Glan@) ]y G (aba) — G()

el [FOIN boo 1€ (0],

Hl =0
(3.4.10)

uniformly on compact sets for h € H and a,a’ € B;. Indeed, suppose that (;
is such a map. Let H ~? B; x B; be the diagonal action. We first normalize
¢; and then apply Lemma 3.4.4 to this normalized map with the groups G =
(BixB;)xH, H and K = H;, the space X = B;, the morphism 7 : G — H given
by 7(a,a’,h) = h, and the action G ~ X given by (a,a’,h) - b= aay(b)(a’) !
for a,a’,b € B; and h € H. This yields a map ¢; : B; — Prob(H) that satisfies
the conditions of Corollary 3.4.13.

By [Str74] every locally compact group G admits a continuous proper length
function, i.e. a continuous function ¢ : G — RT such that £(gh) < £(g)+¢(h) and
U(g) =L(g™") for all g,h € G and such that all the sets {g € G | £(g9) < M} for
M > 0 are compact. Fix such continuous, proper length functions {5 : B — R™
and ¢ : H — R*. Define the function

X, +. ;
[ Xi=>R iz hlgg Ly (h).

hx;=x
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Note that for every M > 0 the set {r € X, | f(x) < M} is finite and that
f(hz) < Ly (h) + f(z). Similarly, we define

g:B—=R": b ianEB(aba'),
a,a’ €
and note that for every M > 0 the set {b € B | g(b) < M} is compact and

that g(bb') < g(b) + g(t') + N, where N = sup,c 4 {p(a). Also note that, by
compactness of A, the map g is continuous.

Define Cl : B, — 61(X1)+ by

) (@) = 9(b(x)) + f(z) if 2 € supp4 (D),
! 0 otherwise
for b€ B; and = € X;.

We prove that (; satisfies (3.4.10). Fix h € H and a,a’,b € B;. Denote b’ = aba’,
S =suppyb, 8" =suppy b’ and T = supp 4 a Usupp, a’. We have

[h-¢(b) = Clan®)[], = Y If(h 7 2) = f(2)| < S| Lr(h)

x€hS
and
1S = COL = D 1) (@) = ¢(b) ()|
= Y e @) —g(@)[+ D lg(b@)) + f(=)|
zeTNSNS’ ze(TNS)\S’
+ > gV (@) + f@)
z€(TNS")\S
<Y g @) —g@)|+ > f@)
z€T z€TN(SAS")
<X (st@) +afa@) +28) + ¥
z€eT z€TN(SAS")

< €@y + [I¢(a’) [l + 2N |T
where we used in the third step that g(b) = 0 whenever b € A.
So, it suffices to prove that

i 1S9PPA bl _

im ———— = 0.
b=oo [[Gi(D)lly

lim [G(), =+ and
b—oo
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To prove the first, suppose that ||{(b)||; < M for some M > 0. Then, f(z) < M
and g(b(z)) < M for every x € supp 4(b). Hence,

beC=1]] Ca
reX;
where C, ={be B |gb) < M}forze F={xe X | f(zx) <M} and C, = A

otherwise. Since F' is finite and each C,, is compact, it follows that C' is compact,
which in turn implies the claim.

To prove the other assertion, suppose that |supp, b|/[|i(b)||; = d for some
be Band d > 0. Denote D ={z € X; | f(z) <2/§}. Then,

9 2 1
5 (Isupp, d] - |D]) < 51suppA b\ DI < [IG ()l < 5|supp,s b

and thus |supp, bl < 2|D|. It follows that [|¢;(b)||; < 2|D|. But, by the
previous, the set

be B |, < 21D
{ve B 1co, < 501

is compact and hence so is {b € B | |supp 4 b|/||¢:(D)||; = ¢}

Step 2. Construction of maps &; : B; — Prob(H) satisfying (3.4.11) below.
Fix i € I, e > 0 and a compact K C H. In this step, we construct a Borel map
& : B; — Prob(H) such that

& (an(d) —h-&(b)|| <e  and  &(aba') = &(b) (3.4.11)

for all b € B; \ AXi, all h € K and all a,a’ € AX:. Note that the difference
with the previous step is that we want the map &; to satisfy (3.4.11) for all
be B; \ A% instead of b € B; \ L for L some (possibly large) compact set.

Since H; is amenable, the action H ~ H/H; is topologically amenable. Indeed,
let (vp)n be a sequence in Prob(H;) such that ||h- v, — vy| — 0 uniformly
on compact sets for h € H; when n — oo. Fix a section o : H/H; — H for
the quotient map p : H — H/H;. Then, the sequence of maps n,, : H/H; —
Prob(H) defined by

M(hH) =o(hH) - vy,

satisfies

lim ||h -9, (W H) —n,(hh H)|| = lim |lo(hh ) ho (W H) - vy — vy || = 0

n—oo

uniformly on compact sets for h € H and h'H € H/H,;.
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By Proposition 2.1.18, it follows that we can take a sequence of maps such
that the convergence holds uniformly on the whole of H/H,. Hence, identifying
X; = H/H;, we find a map p: X; — Prob(H) such that

17 p(x) — p(ha)| < e
for every h € K and every x € X;. Now, define §; : B; — Prob(H) by

G = ——0 S a)

| SUpp 4 b‘ rESuppy b

for b € B; \ AXi. For b € By, set &(b) = o, where pg € Prob(H) is arbitrary.
One easily checks that &; satisfies (3.4.11).

Step 3. B 2}4( H is bi-exact. Take ¢ > 0, a compact C C BX4 and a compact
subset K C H. By Lemma 3.1.3 and Corollary 3.4.13, it suffices to prove that
there exists a compact D C BX*4 and a Borel map ¢ : BX4 — Prob(H) such
that

||h-§(b) —((ah(b))H <e and I<(aba’) — C(b)|| < e (3.4.12)
forall h € K, a,a’ € C and b€ BX4\ D.

By definition of the topology on the semirestricted product BX4, we can take
compact sets C; C B; for ¢ € I such that

cclfc
i€l

and such that C; = A% for all but ﬁmtely many i € I. Take 41,...,i, € I such
that C; = A% whenever i # iy,...,14

For i =iq,..., 14y, the fact that B ZXi H belongs to class S, allows us to take a
compact D; C B; and a Borel map (; : B; — Prob(H) such that

[P Gi(0) = Gi(an(®)) || < and [|Gi(aba’) - G(D)| <€

for h € K, a,a’ € C; and b € B; \ D;. By enlarging D;, we can assume that
AXi C D; and C;lAXiC’fl C D;. For i # iy,...,in, we take for (; : B; —
Prob(H) the map &; from step 2 and set D; = AX:.

For b € BX4 and i € I, we denote by b; € BX#4 the restriction of b to X;. We
also denote I, = {i € I | b; ¢ A*i}. Define ¢ : BX** — Prob(H) by
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for b € BXA\ AX and (;(b) = 5. for b € AX. One easily checks that (3.4.12)

holds for D = [],c; D;, since I = Iypar for b € BXA\ D and a,d € C. O






Chapter 4

Rigidity for von Neumann
algebras given by locally
compact groups

As highlighted in the introduction, the classification of group von Neumann
algebras and group measure space von Neumann algebras is a difficult problem.
In the last two decades, due to Popa’s discovery of deformation/rigidity theory
[Pop06a; Pop06b; Pop06c] a lot of progress has been made in the case of
countable groups.

By Singer’s theorem (see Theorem 2.5.23), the classification problem for group
measure space factors M = L*°(X) x T for free ergodic probability measure
preserving (pmp) actions of a countable groups I' ~ (X, u) splits into two
separate problems: the uniqueness problem for the Cartan subalgebra L>(X)
and the classification problem for I' ~ (X, u) up to orbit equivalence. In
recent years, striking progress has been made on both problems. In [OP10b],
it is proved that for profinite free ergodic pmp actions of the free groups
F,,, the crossed product M has a unique Cartan subalgebra up to unitary
conjugacy. In [CS13], it was shown that the same holds for profinite actions
of nonamenable, weakly amenable groups in class S (thus in particular for
nonelementary hyperbolic groups). For arbitrary free ergodic pmp actions of
the same groups, the uniqueness of the Cartan subalgebra was established in
[PV14a; PV14Db).

In this chapter, we prove such results for locally compact groups with these
properties. In Section 4.3 we prove that for any nonamenable, weakly amenable,

137
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locally compact group G in class S and for any free, pmp action G ~ (X, p),
the group measure space von Neumann algebra M = L°°(X) x G has a unique
Cartan subalgebra up to unitary conjugacy (Theorem F from the introduction).
By Proposition C proved in the previous chapter, along with Theorem 2.1.8
and Propositions 2.1.7, 2.2.4 and 3.4.1, this class of groups includes all real rank
one simple Lie groups with finite center, as well as all locally compact groups
acting continuously and properly on a tree or a hyperbolic graph.

As explained in Section 2.5.5, it is important to note that for nondiscrete groups
G the Cartan subalgebra of M = L>°(X) x G is not L>°(X), since there is no
faithful, normal conditional expectation M — L*°(X). Instead, the canonical
Cartan subalgebra can be found by choosing a cross section for G ~ (X, p) as
in Proposition 2.5.41.

This Cartan rigidity result is deduced from Theorem 4.2.2, a very general
structural result, similar to [PV14b, Theorem 3.1], on the normalizer N, (A)
of a von Neumann subalgebra A C pMp, when M is equipped with a coaction
®: M — M ® L(G) of a locally compact, weakly amenable group in class S.
By adapting the methods of [BHV18] to this abstract setting, we were even
able to obtain a similar result on the stable normalizer N3;(A) when the group
G has CMAP (Theorem 4.5.1).

In Section 4.4, we turn to orbit equivalence rigidity. We first prove a cocycle
superrigidity result for arbitrary cocycles of irreducible pmp actions G; X
Go ~ (X, u) taking values in a locally compact group with property (S)
(see Theorem 4.4.1). This result is very similar to the cocycle superrigidity
theorem of [MS04], where the target group is assumed to be a closed subgroup
of the isometry group of a negatively curved space. We then deduce that
Sako’s orbit equivalence rigidity theorem [Sak09b] for irreducible pmp actions
G1 x Go ~ (X, p) of nonamenable groups in class S stays valid in the locally
compact setting (see Theorem 4.4.2). Recall here that a nonsingular action
G1 X Go2 ~ (X, ) of a direct product group is called irreducible if both G; and
G act ergodically.

Combining the Cartan rigidity result with the orbit equivalence result above,
we deduce the W*-strong rigidity result Theorem G: if G = G; X Gy and
H = H, x Hy are products of nonamenable, unimodular locally compact groups
without nontrivial compact normal subgroups with Hi, Hy weakly amenable
and in class S, and if moreover G ~ (X, ) and H ~ (Y, n) are free, pmp and
irreducible actions, then an isomorphism L>®(X) x G = L>*°(Y) x H implies
conjugacy of the actions.

Ozawa proved in [Oza04] that the group von Neumann algebra L(T) is
solid for I' a countable discrete group in class S, i.e. for every diffuse von



RIGIDITY FOR VON NEUMANN ALGEBRAS GIVEN BY LOCALLY COMPACT GROUPS 139

Neumann subalgebra A C L(T") (which is automatically with expectation),
the relative commutant A’ N L(T") is amenable. It is not difficult to prove
that this result remains true for locally compact groups in class S (see
Proposition 4.6.1). Using the results on the normalizer and the stable
normalizer mentioned above (see Theorems 4.2.2 and 4.5.1), we prove the
strong solidity result Theorem H from the introduction in Section 4.6.
Recall that a von Neumann algebra M is strongly solid if for every diffuse,
amenable von Neumann subalgebra A C M with expectation, the normalizer
Na(M)" = {u € U(M) | uAu* = A} remains amenable. A von Neumann
algebra M is stably strongly solid if the same happens for the stable normalizer
N3 (A" = {x € M| zAz* C Aand 2*Ax C A} of diffuse, amenable von
Neumann subalgebras A with expectation. See Section 2.4.9 for more details.
We prove that all finite trace corners of diffuse group von Neumann algebras of
unimodular, weakly amenable groups in class S are strongly solid. For locally
compact groups in class S with the complete metric approximation property
(CMAP) for which the group von Neumann algebra is diffuse, we obtain that
the group von Neumann algebra is stably strongly solid.

The solidity result Proposition 4.6.1 above implies in particular that if G is a
locally compact group in class S such that L(G) is a nonamenable factor, then
L(G) is prime, i.e. L(G) can not be decomposed as a tensor product My ® Mo
for factors M; and Ms that are not of type I. Combining our characterization
of class S in terms of an amenable action on a compactification that is small at
infinity (see Theorem B) with the unique prime factorization results of Houdayer
and Isono in [HI17] along with the generalization [AHHM18, Application 4]
by Ando, Haagerup, Houdayer, and Marrakchi, we prove the unique prime
factorization result Theorem I for (tensor products of) such group von Neumann
algebras in Section 4.7: if G = G; x -+ x G, is a direct product of locally
compact groups in class S whose group von Neumann algebras are nonamenable
factors and if N = N; ® --- ® N,, is a tensor product of factors that are not of
type I, then an isomorphism

LG)=LG1)® QLG 2N, ®---®N,,, =N

implies that m < n. If moreover the factors N; are prime, then m = n and
(after relabeling) L(G;) is stably isomorphic to N; for ¢ = 1,...,n. This result
is a locally compact version of the unique prime factorization result by Ozawa
and Popa in [OP04].

It is important to note that for many locally compact groups G in class S, the
group von Neumann algebra L(G) is amenable or even type I. For instance,
the group von Neumann algebra of a connected group is always amenable by
[ConT76, Corollary 6.9]. See also Section 2.4.8 for a discussion of this phenomenon.
However, the following group G due to Suzuki provides an example of a locally
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compact group whose group von Neumann algebra L(G) is a nonamenable type
11 factor.

Example (Suzuki) Let Zy = Z/27 act on Fy by flipping the generators. Then
the compact group K =[] wen L2 acts on the infinite free product H = ey Fo
by letting the k™" component of K flip the generators in the k*" component
of H. The semidirect product G = H x K satisfies the conditions of [Suz16,
Proposition] with K, = [],—, ;| Z2 and L, = (*;_, F2) x K. Hence, by [Suz16,
section on group von Neumann algebras], its group von Neumann algebra is a
nonamenable factor of type Il,,. Moreover, G has CMAP and belongs to class
S since the cocompact subgroup H does.

Furthermore, certain classes of groups acting on trees have nonamenable group
von Neumann algebras by [HR19, Theorem C and D]. Also, [Raul9b, Theorem E
and F] would provide conditions on such a group G under which L(G) would be
a nonamenable factor. In particular, for every ¢ € Q with 0 < ¢ < 1 [Raul9b,
Theorem G| would provide examples of groups in class S for which the group
von Neumann algebra would be a nonamenable factor of type III,. However,
due to a mistake in [Raul9b, Lemma 5.1], there is a gap in the proofs of these
results (see also [Raul9a, p 20]), and it is currently not completely clear whether
these results hold as stated there.

Most of this chapter is based on the author’s joint publication [BDV18] with
Arnaud Brothier and Stefaan Vaes. Section 4.7 is based on the author’s
publication [Depl9].

4.1 Preliminaries

We start this chapter by introducing several concepts of von Neumann algebras
that we will need to state or proof the results in this chapter.

4.1.1 Coactions

As explained in the introduction, we will deduce the main results of this chapter
from a general result on the (stable) normalizer inside a semifinite von Neumann
algebra equipped with a so-called coaction. The concept of a coaction comes
from the theory of locally compact quantum groups. In this section, we recall its
definition and discuss the properties that we will need in this rest of this chapter.
For a more detailed discussion and motivation of the theory of locally compact
quantum groups and their (co)actions, we refer to [BS93; Vae01; BSV03; Van05;
KV03].
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Let G be a locally compact group. Its group von Neumann algebra L(G)
carries a normal, unital *-morphism A : L(G) — L(G) ® L(G) satistfying
A(ug) = ug®@ug for all g € G. Indeed, consider the unitary U € L*(G) ® L(G)
given by

UE)(s,1) = (5,57 1). (4.1.1)
for all ¢ € L?(G) ® L?(G) and a.e. s,t € G. Then, A is defined by
Alz)=U(z 1)U"
for x € L(G). This map is called the comultiplication on L(G). Since
(A®id)(Alug)) = ug @ ug @uy = (id @ A)(A(uy))

for g € G, the map A satisfies the so-called coassociativity relation (A ® id)A =
(id ® A)A.

A coaction is now defined as follows.

Definition 4.1.1. Let G be a locally compact group and M a von Neumann
algebra. A (right) coaction of G on M is an injective, unital, normal *-morphism
®: M — M ® L(G) satisfying (¢ ®id)® = (id ® A)®.

Note that the comultiplication A is a coaction of G on L(G). We will now give
two other examples of coactions that we will encounter in this text.

Example 4.1.2. Let M = L*°(X) x G be the group measure space von
Neumann algebra associated to a nonsingular action G ~ (X, ). Counsider the
canonical representation of M on K = L?(G) ® L?(X) and let U be the unitary
from (4.1.1). We define ® : M - M ® L(G) by

@(:E) = U13(I (9 1)Uik3,

where we use the leg numbering notation for tensor products to denote the
unitary Uys : L2(G) ® L*(X) ® L*(G) — L*(G) ® L?(X) ® L*(G) acting in the
first and the third leg.

A straightforward calculation yields that ®(ugf) = ugf @ ug € M @ L(G) for
all g € G and f € L*°(X) and hence that ® is indeed a well defined coaction.

Example 4.1.3. Let R be a countable equivalence relation on (X, ) and
w: R — G a cocycle into a locally compact group. We associate to M = L(R)
and w the following coaction @, : M — M ® L(G).

Let U, : L*(R) ® L*(G) — L?(R) ® L?(G) be the unitary defined by

(Uul)(z,y,9) = £(z,y,w(y, x)g)
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for a.e. (z,y) € R and g € G. Define &, by
O, (z) =Uy(z@ 1)U

for © € M. A straightforward calculation shows that for f € L*°(X) and
¢ € [R], we have

(®u(f)E) (2, y,9) = f(x)é(x,y,9) (4.1.2)

and

(q)w(uﬂﬂ)g) (xvyag) = E(cpil(x)ayaw(cpil(x)ax)g) (413)
for all ¢ € L2(R) ® L?(G) and a.e. z,y € X and a.e. g € G. Hence,
Pu(f)=f®1 and  Py(uy) = (up ® 1)V, (4.1.4)

for f € L*(X) and ¢ € [R] where V,, € L>*(X) ® L(G) is defined by
Vo(x) = Ao(e(a),e) for © € X. In particular, ®,(z) € M ® L(G) for all
x € M, since M is generated by L>°(X) and u, for ¢ € [R].

To see that @, is a coaction, note that

(P, ®1)(Pu(f) =f@1®1=(id® A)(Py(f))

for f € L*°(X). On the other hand, fix ¢ € [R] and define V' =V, as above.
Since V € L (X) ® L(G), we have (®, ® 1)(V) = Vi3, where we used the leg
numbering notation. Hence,

(Do, ® 1)(Puy(up)) = (up ®1® 1)V12Viz = (u, © 1@ HW = (id ® A) (uy),
where W € L*°(X) ® L(G) ® L(G) is given by

W(z) = Aip(@) o) @ Aw(e(@),) = AAu(p(a),2))

for a.e. x € X. Again, since M is generated by L>°(X) and u,, for ¢ € [R], it
follows that (@, ® id) o &, = (id ® A) o ,,,.

Every coaction has a unitary implementation in the following sense. This
implementation was first obtained by Vaes in [Vae0l]. An earlier attempt
at a proof can be found in [Sau85]. However, that proof contains a mistake.
Let M be a von Neumann algebra with a coaction ® : M — M ® L(G) of
a locally compact group G. Suppose that M is in standard representation
on H and let J : H — H be the associated modular conjugation. Denote by
J: L?*(G) — L*(G) the anti-unitary operator given by Je=¢Efor € e L(@).
The following is [Vae01, Proposition 3.7, Proposition 3.12 and Theorem 4.4].
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Theorem 4.1.4. Let G be a locally compact group, M a von Neumann algebra
and ® : M — M ® L(G) a coaction. Then, there exists a unitary V €
B(H) ® L(G) satisfying

(a) @(z)=V(z®1)V* for every x € M,

) ViJoJ)=(Jo )V

Moreover, V' is a corepresentation in the sense that (id ® A)(V) = V12 Vi3.

By [dCEST79, Théoréme 2.10] and [Eym64, Théoréme 3.34] (see also [Sau85,
Remarque 2.2]), the fact that V is a corepresentation yields a nondegenerate
s-morphism 7 : Cy(G) — B(H) given by

T(([d®w)(U)) = (i[d®w)V, (4.1.5)

where U is again the unitary from (4.1.1).

4.1.2 The module H ® M

Let (M, T) be a tracial von Neumann algebra and A a Hilbert space. Denote
by 2 the image of x under the canonical injection M < L?(M). The Hilbert
space K = H ® L?(M) is a right M-module for the operation defined by
(E®2)y = £ @ Ty. We denote the module of right bounded vectors K by
H@M.

As in Section 2.4.7, the module H ® M carries an M-valued inner product
given by
<€ ® ‘%a 77 ® @>M = L2®53L7]®Q = <€7 77> y*x

We identify a vector £ € H with the linear operator
CoH: A= X
and we denote by 77 for 7 € H the operator
H—-C: ¢ (C,n).

Denote by My the linear span of the operators

T®x1 (@12 2
B L (M
(77 ® T2y Z22 ) € B(ke L7 (M)
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for 11, @19, 01,200 € M, T € B(H) and &, € H. Let M be the w.o. closure
of My. Identifying H ® M with the space B(L2(M)M,ICM) of bounded
operators L?(M) — K that commute with the right M-module operation, we
have H ® M = eMf, where

ez((l) 8) and f:(g (1))

We will use the following version of the Kaplansky density theorem.

Theorem 4.1.5 (Kaplansky density theorem). Let M be a von Neumann
algebra and H a Hilbert space. Suppose that My C M is a w.o. dense *-
subalgebra and Ho a dense subspace. Then, the ||| -unit ball of Ho ® a9 Mo is
strong* operator dense in the ||.|| -unit ball of H @ M.

Proof. For £, € Ho, we denote T, € B(#) the finite rank operator
Tey:H—=H:C=((0)E

Set No = span{T¢ ,}¢nen,- Since Hy is dense in H, we have that Ny is w.o.
dense in B(#H). Define the x-subalgebra M; C M as the linear span of the
operators

<T ®@x11 QT2

N & xo1 T22

for x11,T12,T21, %22 € My, T € Ny and &, € Hg. Then, M; is a w.o. dense
x-subalgebra of M. Hence, by the (classical) Kaplansky density theorem (see
Theorem 2.4.3), we have that the unit ball of M is strong® operator dense in
the unit ball M. It follows that the unit ball of Ho ®a1g Mo = eM; f is strong*
operator dense in the unit ball of H ® M = eMf. O

) € B(K& L*(M))

4.1.3 Second dual

Let M be any von Neumann algebra. Consider the following representation

=P . (4.1.6)

PEM]

where M7 denotes the set of (not necessarily normal) positive linear functionals
and 7, denotes the GNS-representation of M with respect to ¢. Note that
since the ¢ are not required to be normal, also the representations 7, are not.
Hence, 7(M) is not a von Neumann algebra. We can however consider the von
Neumann algebra M= w(M)" generated by the image of this representation.
This von Neumann algebra satisfies the following universal property. A proof
can be found in [Tak79, Theorem II1.2.4].
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Theorem 4.1.6. Let M be a von Neumann algebra. Let m be the representation
defined in (4.1.6) and denote M = w(M)". For every representation p : M —
B(H) there exists a unique normal unital x-morphism p : M — p(M)" such
that p=pom.

M —2— B(H)
T

1o

M

This yields the following definition.

Definition 4.1.7. Let M be a von Neumann algebra. The representation
7 defined in (4.1.6) is called the universal representation of M and the von

Neumann algebra M = m(M)" is called the universal enveloping von Neumann
algebra of M.

Since w(M) C w(M)" is a x-subalgebra, every normal linear functional on M
restricts to a bounded linear functional on M. This yields a map p : M, — M*.
This map is actually an actually an isometric isomorphism (see for instance
[Bla06, Proposition I11.5.2.6]). Dualizing then gives the following result (see
also [Tak79, Theorem III.2.4]). This result was first obtained by Sherman and
Takeda [She50; Takb4].

Theorem 4.1.8. Let M be a von Neumann algebra. The universal enveloping
von Neumann algebra M is isomorphic (as a Banach space) to the second dual
M**.

In particular, the second dual M** can be viewed as a von Neumann algebra.
The map p identifies the (not necessarily normal) linear functionals on M with
the normal linear functionals on M**. As with any Banach space, we have that
the unit ball (M); is weak* dense in the unit ball (M**);. In the language
of topologies on von Neumann algebras, this yields that M is a w.o. dense
x-subalgebra of M™**.

Dualizing the inclusion M, — M™* yields a normal *-morphism M** — M that
is the identity on M. Denote by z € Z(M™**) the support of this morphism. We
have the following result. A proof can be found in [Tak03a, Definition I11.2.15].

Theorem 4.1.9. Let M be a von Neumann algebra. Let z € Z(M**) be the
support of the natural x-morphism M** — M. Then, for any p € M* = (M**),,
we have that the linear functional

o:M—-C:z— p(xz2)

is normal. Moreover, if ¢ € M,, then @ = @.
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The following theorem is easily verified and can also be found in [Bla06,
p. I11.5.2.10].

Theorem 4.1.10. Let M and N be two von Neumann algebras. If ® : M — N
is a bounded linear map, then the second dual map ®** : M** — N*™ is a
normal linear map with the same norm satisfying ®**|py = ®. Moreover, **
has one of the properties injectivity, surjectivity, (complete) positivity, being a
x-morphism and being a conditional expectation if and only if ® has the same
property.

Using the identification M* = (M**),, we can also define the polar
decomposition of a non-normal linear functional ¢ on M.

Theorem 4.1.11. Let M be a von Neumann algebra and ¢ € M*. Then, there
exists a unique positive linear functional 1p € M* such that ¢¥(z) = ¢(zu) and
o(x) = Y(zu*) for some partial isometry u € M**. Moreover, ||¢| = ||¢]|-

As in Theorem 2.4.6, we denote this unique positive linear functional by |¢p|.
By Theorems 2.4.7 and 4.1.10, we have the following.

Theorem 4.1.12. Let ¢ : M — C be a normal linear functional and B €
Aut(M). Then,

o Bl = lgl o .

4.2 A dichotomy for von Neumann algebras with a
coaction

In this section, we prove a very general dichotomy result for the normalizer
Npaip(A) of a von Neumann subalgebra A C pMp when M is a semifinite von
Neumann algebra equipped with a coaction ® : M — M ® L(G) of a locally
compact, weakly amenable group G in class S. We define the following notions.

Definition 4.2.1. Let (M,Tr) be a semifinite von Neumann algebra. Let
p € M be a projection with Tr(p) < 400 and A C pMp a von Neumann
subalgebra. Consider the pMp-M-bimodule # = ®(p)(L*(M) ® L*(G)) given
by x-&-y=®(x)¢(y ®1). We say that

(a) A can be ®-embedded if the pMp-M-bimodule H admits a nonzero
A-central vector,

(b) A is ®-amenable if H is left A-amenable, i.e. if there exists a nonzero
positive linear functional Q on ®(p)(M @ B(L*(G)))®(p) that is ®(A)-
central and satisfies Q(®(x)) = Tr(x) for all x € pMp.
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We are now ready to state our dichotomy type theorem. It is a more abstract
version of [PV14b, Theorem 3.1].

Theorem 4.2.2. Let G be a weakly amenable, locally compact group in class S.
Let (M, Tr) be a von Neumann algebra with a faithful normal semifinite trace
and ® : M — M ® L(G) a coaction. Let p € M be a projection with Tr(p) < oo
and A C pMp a von Neumann subalgebra.

If A is ®-amenable then at least one of the following statements holds: A can
be ®-embedded or Npnrp(A)" stays ®-amenable.

Outline of the proof The proof follows closely the proofs of [PV14a, Theorem
5.1] and [PV14b, Theorem 3.1]. The main novelty is to develop, in the context
of coactions of locally compact groups, a framework in which the main ideas of
[PV14a; PV14b] are applicable.

For the reader’s convenience, we first outline the big steps in the proof of
Theorem 4.2.2. Let G, M, ® and A be as in the statement of the theorem.
First, we deduce from the weak amenability of the group G the existence of a
net (n;); in A.(G), the compactly supported functions in the Fourier algebra
A(QG), such that the associated maps m; = (id ® ;) o A : L(G) — L(Q)
and ¢; = (id®n;) o ® : M — M satisfy ¢; — id in pointwise s.o. topology
and idy ® m, — id in pointwise s.o. topology for every Hilbert space H
(Lemma 4.2.5). Similar to [PV14a, Lemma 5.2], we then deduce in Lemma 4.2.7
from the ®-amenability of A C pMp that the net of maps

Yi : pMp — pMp : x — pp(x)p
is adapted with respect to A in the sense of Definition 4.2.6.

Consider the M-pMp-bimodule K = L?(Mp) @ L*(G) given by z - £ -y =
®(2)¢(y ® 1) and denote by p : pMp — B(K) the normal sx-antimorphism
given by the right action. We define A/ as the von Neumann algebra generated
by ®(M) and p(A). Let ¢ = ®(p). Similar to [PV14a, Proposition 5.4]
and [OP10b, Proposition 7], we construct a bounded net of normal linear
functionals p; : gN¢ — C that approximates the trace on M and on p(A),
that is approximately invariant under conjugating both p(A) and ®(M) by a
unitary u € Nparp(A) and that is approximately invariant under translating y;
by @(u*)p(u) for u € U(A). (see step 1 on p. 154).

From this we deduce an analog of [PV14a, Theorem 5.1], i.e. we deduce the
existence of a net of positive normal linear functionals w; : gNVg — C that
still satisfies similar properties (see step 2 on p. 156). By representing A on a
standard Hilbert space H, we then deduce the existence of a net of approximately
tracial vectors (&;); with similar invariance properties (see step 3 on p. 158).
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Using the canonical unitary implementation of the coaction ¥ : N' — N & L(G)
given by ¥ =id ® A, we get a nondegenerate s-morphism 7 : Co(G) — B(H)
that allows the formulation of the dichotomy: either limsup; |7 (F)&;|| = 0 for
all F € Cy(G), or there exists an F € Cy(G) such that limsup, ||7(F)&;]| > 0.
In the first case, we deduce from the fact that G is in class S that N, (A)”
stays ®-amenable. In the second case, we deduce that A can be ®-embedded.

Proof of Theorem 4.2.2 For the rest of this section, fix a weakly amenable,
locally compact group G in class S and a semifinite von Neumann algebra
(M, Tr) with coaction ® : M — M ® L(G). We denote by Ag < +oo the
Cowling-Haagerup constant of G. Let A : L(G) — L(G) ® L(G) be the
comultiplication as in (4.1.1).

Denote by A(G) the Fourier algebra of G and by A.(G) C A(G) the subalgebra
of compactly supported functions in A(G). Identifying A(G) with the predual
L(G)., the associated map m,, : L(G) — L(G) as in Proposition 2.4.32 can be
expressed using the comultiplication.

Lemma 4.2.3. Let n € A(G). The map m, = (id®n) o A: L(G) = L(G) is
normal and satisfies my(ug) = n(g)ug for all g € G.

Proof. We have
my(ug) = (id @ n)(ug © ug) = 1(g)uy-
O

Using the coaction, we can associate to an € A(G) the normal completely
bounded map
o M = M:z— (id@n)(®(z)). (4.2.1)

The following lemma proves the relationship with the associated completely
bounded map m,, : L(G) — L(G)

Lemma 4.2.4. Let n € A(G). Denote by my, : L(G) — L(G) the completely
bounded map as in Lemma 4.2.3 and by ¢, : M — M the completely bounded
map as in (4.2.1). Then,

Doy, =(ild®my)od

Moreover, |¢qll,, < Myl -

Proof. We have

Doy, =Po(iden)oP=(ild®id®n)o (P ®id)o®
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=({d®id®n)o(ild® A) o ® = (id®m,) o P.

Since @ is faithful, ® and all its amplifications ®™) = & @ id M, (C) are isometric,
and thus [[¢y||en < [Jmy|lcb. O

We also have the following lemma.

Lemma 4.2.5. There exists a net (1;); in Ac(G) with ||n;||., < Ag for alli
and such that for the associated completely bounded maps m; : L(G) — L(G),
we have

(id ® mz)(T) — T
in s.o. topology for all T € B(H) ® L(G). Moreover, for the associated
completely bounded maps @; : M — M as in (4.2.1), we have

vi(zr) > x

in s.o. topology for all x € M.

Proof. By Proposition 2.1.6, we can take a sequence (7,), in A.(G) with
7nlle, < A for all n € N and such that 1, — 1 uniformly on compact
sets. Since A.(G) is dense in A(G), it follows that ||n,u — u||, — 0 for every
u € A(G). Denote by m,, : L(G) — L(G) the associated completely bounded
maps.

Without loss of generality, we can assume that H = ¢?(N). We claim that
(id ®m, )(T) — T in the w.o. topology topology for every T € B(H) ® L(G).
Since ||(id ® m,)(T)] < Ag ||T|| < +o00, it suffices to prove that every matrix
coefficient (id ® my, )(T);,; = My (T ;) — T ; in w.o. topology. But, identifying
A(G) = L(G), and using that m,, is the dual map of the map A(G) — A(G) :
u = Npu, we have @(my,(z) —x) — 0 for every x € L(G) and hence my,(z) — x
in w.o. topology.

Now, id ® id is in the pointwise-w.o. closure of all {id ®y, }n>n, for ng € N.
Hence, for all ng € N it is in the pointwise-s.o. closure of the convex hull
of {id @M, }rn>n,- Hence, we can take a net (n;); of convex combinations of
{M }nen such that for the net of associated normal completely bounded maps
(m;); we have

(id @m;)(T) = T
in s.0. topology for all T' € B(H) ® L(G).

Finally, to prove the convergence of (¢;);, note that since ® is normal, ®(M) is
a von Neumann algebra and hence ® : M — ®(M) is a *-isomorphism between
von Neumann algebras. So, ® is a homeomorphism for the s.o. topology on
norm bounded sets, and hence Lemma 4.2.4 implies that ¢;(z) — x in s.o.
topology for every x € M. O
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Whenever V is a set of operators on a Hilbert space, we denote by [V] the
operator norm closed linear span of V. We define the following.

Definition 4.2.6. Let M, G and ® be as above. Let p € M be any finite
trace projection and A C pMp be any von Neumann subalgebra. Let K =
L?(Mp) ® L?*(G) and view ® as a normal *-morphism ® : M — B(K). Also,
define the normal #-antimorphism p : A — B(K) given by p(a)é = £(a ® 1) for
all a € A. Define N' = ®(M) V p(A) as the von Neumann subalgebra of B(K)
generated by ®(M) and p(A). Denote by My C N the dense C*-subalgebra
defined as Ny := [@(M)p(A)]. Write ¢ = ®(p).

A normal completely bounded map 1 : pMp — pMp is called adapted with

respect to A if the following two conditions hold.

(i)  There exists a normal completely bounded map 6 : gNg —
B(L?(pMp)) with

0(®(x)p(a)) = ¥(x)p(a) (4.2.2)
for all x € pMp and a € A.

(ii)  There exist a Hilbert space £, a unital *-homomorphism g : gNog —
B(L) and maps V, W : Nparp(A) — £ such that

Tr(wp(x)va) = (mo(®(x)p(a))V(v), W(w)) (4.2.3)

for all x € pMp, a € A and v,w € Npump(A) and such that
Vo IWllse < 00, where [V, = sup {[V(0)]| | v € Nparp(A)}-

We denote by [|¢)|adap the infimum of all possible values of Tr(p) ™! || V]|oo [[W||o-

We prove the following lemma in a slightly more general context than we will
need below, since we will also use it in Section 4.5.

Lemma 4.2.7. Let M, G, ® be as above. Let p € M be any finite trace
projection and A C pMp be any von Neumann subalgebra. Suppose that A C
pMp is ®-amenable. Suppose that w € A(G) and denote by m : L(G) — L(QG)
and o : M — M be the associated normal completely bounded maps as in
Lemma 4.2.3 and (4.2.1). Then, the map

Y :pMp — pMp : x — pp(x)p

is adapted with respect to A and ||{|| 444, < IM|| - Moreover, we can take the

completely bounded map 0 : gNq — B(LQ(pMp)) from Definition 4.2.6 such
that [|0]] ., < [ml -
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Proof. We use the notations from Definition 4.2.6. Denote ¢ = ®(p). To
prove this lemma, we first prove that the pMp-A-bimodule ,, MI,L2 (pMp)a is
weakly contained in the pMp-A-bimodule £ = q(L?(Mp) ® L?(G)) defined by
x-&a=®x)é(a®1). We view L?(G) ® L?(Q) as the standard Hilbert space
of B(L*(G)) in the following way. The von Neumann algebra B(L?(G)) is
represented on L?(G) ® L*(G) via m(T) = T ® 1. The modular conjugation Jo
is given by o
Joen) =X(Ja)en) =1

for &,n € L?(G). Here, ¥ : L?(G) ® L*(G) — L*(G) ® L*(G) denotes the flip
given by (€@ 1) =n® € and J : L2(G) — L%(G) denotes the anti-unitary
operator given by J € = £. The right action is then given by

m(T)(E@n) = Jo(T* @ 1)Jo(§@n) =@ JT*In.

We can then view
K=IL*M)®L*G)® L*G)

as the standard Hilbert space for M @ B(L?*(G)). The left representation of
M @ B(L?*(G)) on K is given by left multiplication in tensor positions 1 and 2.
Denoting by J : L2(M) — L?(M) the modular conjugation from the standard
representation of M on L?(M), we have that the modular conjugation Jon K
is given by J = J ® Jo. The right anti-representation of M ® B(L2(G)) on K is
then given by _ _

E-T=JT"®1)J¢
for T € M® B(L*(G)). Denote K’ = q-K-q and view it as the standard Hilbert
space of ¢(M ® B(L*(@G))).

Let 2 be a ®(A)-central positive linear functional on ¢(M @ B(L?(G)))q as in
the definition ®-amenability. Approximating €2 in the weak* topology by a net
(w;); of normal positive linear functionals, we get a net of vectors (;); satisfying

lim (@ () ® 1), &) = limw; (2(x)) = Tr(x) (4.2.4)

for z € pMp. Since 2 is ®(A)-central, also the net of functionals w; o Ad (®(u))
for u € U(A) converges to 2 in weak* topology. Taking convex combinations,
we can construct a net @; converging to 0 in weak* topology satisfying
[|@: 0 Ad (®(u)) — @;|| — 0 for all u € U(A). Obviously, the net of vectors
(&); implementing @; still satisfies (4.2.4). Moreover, since w; o Ad (®(u)) is
implemented by the vector ®(u*)-&; - ®(u) (see also [Tak03a, Theorem 1.2. (iii)])
and using the Powers-Stgrmer inequality, we also find

tm 9w - & — & - ®(u) | =0
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for all w € U(A). Since every element in a von Neumann algebra can be written
as the sum of four unitaries, we have

lim |®(a)- & — & - ®(a)|| =0

for all @ € A. By Proposition 2.4.55, it then follows that the trivial pMp-A-
bimodule L?(pMp) is weakly contained in the pM p- A-bimodule o (pMp)K 3 (4)-
Denoting by V' the canonical unitary implementation of the coaction ® (see
Theorem 4.1.4), we have

Ve )V =d(z) and V(IoJ) =)V

for x € M. Hence, using the leg numbering notation for tensor products, we
have

%2223@(,@)12223‘/1*2 = Vlg(b(.%')lg‘/lz = (‘b ® ld) (<I>(:E)) = (ld &® A) (CI)(LL'))

and

A A

VioDas JB(2%) 120805 Vih = Via(J @ J @ J)®(2)12(J @ J @ J)Vy,
= (J©J @ /)R )2Vie(J © J @ J)
=Jr'J®1x1

for all x € pMp. Hence, the pMp-bimodule (,rrp)K's(prrp) is unitarily
conjugated with the pMp-bimodule (iq ¢ Ayo(pmp) v @101 Now, using the
unitary U from Example 4.1.2 satisfying U(z ® 1)U* = A(x), we see that the
pMp-bimodule (q g A)@(pMp)IC’pMp ®1®1 is unitarily conjugate to the pMp-
bimodule ¢prp) @ 1K pap @ 1@ 1, Which is a multiple of the pMp-bimodule L.
Hence, the above weak containment statement is proven.

By Theorem 2.4.54, it follows that for all z1,...,x, € pMp and a1,...,a, € A,
we have

n

> winla;)

=1

n

Z ®(x)p(a;)

i=1

= |7 L2oarp) (@) || < 7o (@)l =

)

where © € pMp ®a15 A denotes the element 2 = 7" | 2; ® a;, and Tr2(,nrp)
and . denote the *-representations of pMp ®a1s A associated to the bimodules
prpL?(pMp)a and ,pr,L4 respectively. Hence, the map ®(z)p(a) — zp(a) for
x € pMp and a € A extends to a unital x-morphism 6’ : gNog — B(L?(pMp)).

Now, define the normal completely bounded map

6 :qNq — B(L*(pMp)) : x — p(id @ w)(z)p.
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By construction, 8(®(z)p(a)) = ¢(z)p(a) for all z € pMp and a € A. Moreover,
using Lemma 4.2.4, we have

0’ (q(id @ m)(®(x)p(a))q) = 0’ (q(id © m)(®(x))qp(a)) = 0’ (¢®(¢(x))qp(a))

for all z € pMp and a € A and hence 0(z) = 0'(q(id ® m)(z)q) for all
x € gMNpq. This implies that ||6]|cs < ||m|lcb. So, the Stinespring like
factorization theorem (see e.g. [BO08, Theorem B.7]) provides a Hilbert space
L', a unital *-homomorphism 7 : ¢gNog — B(L’') and bounded operators
Vo, Wo : L?(pMp) — L' satisfying 0(x) = W;mo(x)Vy for all z € gNyg and
Vol IWoll = 110]]eb < ||m||eb- It now suffices to define ¥V and W by restricting
Vo and Wy to Nparp(A) € L% (pMp). So we have proved that v : pMp — pMp
is adapted and that ||1|adap < ||m||lcb- This concludes the proof of step 1. O

We now start the proof of the main theorem of this section.

Proof of Theorem 4.2.2. As before, let p € M be a finite trace projection
and A C pMp a von Neumann algebra that is ®-amenable. Denote K =
L?(Mp)®L?(G) and view ® as a normal *-homomorphism ® : M — B(K). Also
define the normal *-antihomomorphism p : A — B(K) given by p(a) = £{(a®1).
Define N'= ®(M) V p(A) as the von Neumann subalgebra of B(K) generated
by ®(M) and p(A). Note that N C B(L?(Mp)) ® L(G). We also denote by
p: A — B(L*(Mp)) the s-antihomomorphism given by right multiplication.

Whenever V is a set of operators on a Hilbert space, we denote by [V] the operator
norm closed linear span of V. Denote by Ny C N the dense C*-subalgebra
defined as Ny := [®(M)p(A)]. Write ¢ = P(p).

Let (n;); be a net in A.(G) as in Lemma 4.2.5. Let m; : L(G) — L(G) and
pi : M — M be the associated normal completely bounded maps.

By Lemma 4.2.7, we obtain a net of completely bounded maps ; : pMp — pMp
that are adapted with respect to A and such that v;(z) — « in s.o. topology for
all x € pMp and lim sup,, ||¢i||adap < o0 for all n. We call such a net an adapted
approzimate identity. We then define £ > 0 as the infimum of all positive
numbers L for which there exists an adapted approximate identity v; : pMp —

pMp with limsup; [|¢)i[ladap < L. We fix such a t; with lim; ||¢;]|,4,, = 5

Since each ; is adapted, we have normal completely bounded maps 6; : gN'q —
B(L?(pMp)), Hilbert spaces £; unital *-morphisms m; : ¢Nog — B(L;) and
maps Vi, W; : Npump(A) — L satisfying (4.2.2) and (4.2.3). Moreover, we can
assume that lim; ||V;|| . = /& and lim; [ Wil = Tr(p)V/k.
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For every v € Npnp(A), denote by 8, the automorphism of A implemented by
right multiplication with v* ® 1 on L?(Mp) ® L?(G). Note that 8,(®(z)p(a)) =
O (x)p(vav*) for all v € M and a € A. In particular, 3,(¢) = ¢ and we also
view (3, as an automorphism of g\ gq.

Recall that for any linear functional i : ¢NVg¢ — C and any v € gN¢q, we denote
by v - u the linear functional given by (v - p)(z) = pu(zv).

Step 1. There exist normal linear functionals p; : gNq — C satisfying the
following properties.
(a) i sup, ] < oo,
(b) lim; p; (®(2)p(a)) = Tr(za) for all x € pMp, a € A,
(¢) limy ||pi o By o Ad®(u) — ;|| = 0 for all u € Nyprrp(4),
(@) lim, [[(@(0)p(0)) - 1t — il = 0 for all v € U(A).

The proof of step 1 is the same as the argument in [Ozal2, Proof of Proposition
7] and [PV14a, Proof of Proposition 5.4]. For completeness, we write out a full
proof here.

We define p1; € (gNgq)« by pui(T) = (0;(T)p,p). Note that p;(®(z)p(a)) =
Tr (¢;(2)a) and hence,

lim 1; (®(2)p(a)) = lim Tr (¥ (z)a) = Tr(za)
for all x € pMp and a € A. Moreover, we also have

lwa()| = | (ma(2)Vi(p), Wi(p)) | < [zl [Vi(p) [ Wilp) |

for all x € span{®(x)p(a)}repmpaca. Since this linear span is a w.o.
dense *-subalgebra of ¢Ng, it follows that [|x;| < [[Vil [[Will,, and hence
lim sup;, ||w;]| = Tr(p)k < oo.

Fix a u € Npump(A) and define maps ¢ : pMp — pMp by ¥¥(z) = ;(zu*)u.
One checks that the net (¢}); also forms an adapted approximate identity.
Indeed, one checks that the map

0! : gN'q — B(L*(pMp)) : x — 6; (z®(u)*)u
satisfies (4.2.2) and that the map

Vi Noarp(A) = L0 73 (@ () Vi (uv)
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together with the maps m; and W; above satisfies (4.2.3).

Clearly, then also the net %(gbl + ¢¥) is an adapted approximate identity, where
the maps satisfying (4.2.2) and (4.2.3) are given by %(6; + 6), m;, 3(V; + V)
and W;. Since xk was minimal, we have

\/Elimiinf H%(Vz + Vz“)HOO = limiinfTr(p)f1 ||%(Vz + V,“)Hoo Will oo

> limiinf H%(lﬁz + W)H

adap
2 K.
So, we can take a net v; € Npnp(A) such that
limiinf |2 (Vi(vi) + Vi (i) || = Ve

Since
lim ||[V;(vy) || < lm [[Vi]| o = V&

and
lim [V (vy) | < Hm [[V]] o, = lim Vi, = V&,

applying the parallelogram law yields that ||V;(v;) — V¥(v;)]| — 0.

Now, define p¥ € (¢gNgq). by w(T) = (0¥(T)p,p). As before, note that
p(®(x)p(a)) = Tr (v¥(x)a). We have

(1 0 B) ((@)pla)) = ut (B(@)p(viav))) = Tr (4 ()via])

= (mi(®(@)p(a)) Vi (v:), Wi (v3)

and
(1i © Bu,) (B(2)p(a)) = pi(®(2)p(viav])) = Tr (¢i(x)viavy)

— (m(D(2)p(a)) Vi(v:), Wi(v:))

for all + € pMp and a € A. Since span{®(x)p(a)}zepMp,aca is a w.o. dense
x-subalgebra of qN ¢, it follows from the Kaplansky density theorem that

i ([ = || = 11 (s = ') 0 Bog | < lim [[Vi*(03) = Vi) | [Wi(wi) ]| = 0.

Similarly, the maps “¢}* : pMp — pMp defined by

‘P () = w P (ur) = i (uzu®)u
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forms an adapted approximate identity, where the maps “6¥, m;, V}* and W}
satisfying (4.2.2) and (4.2.3) are given by

“O () = u0;(P(u)x®(u)")u

for x € gN7, .
Wi () = ms(D(w) Wi ()

for w € Npump(A), and m; and V;* are as before. Similarly as above, we find that
for the associated functional “u¥ € (gNgq)., defined by “ui(T) = (“0:(T)p, p)
for T € qNgq, we have

=0.

lim [[*pf = || = Um | (i’ = 1) 0 B

Now, note that

i (@(z)p(a)) = Tr (“¢*(z)a) = Tr (¢;(uzu*)uau®) = p; (P (vav®)p(uan®))
for all z € pMp and a € A. Hence, “u¥ = p; o 8y, o Ad ®(u) and we have proven
().
Finally, we prove (d). Fix v € U(A). For every x € pMp and a € A, we have
i (B(@)p(a)) = Tr (Yo" )va) = us (B0 )p(va)) = 13(B(2)pla)@(0) p(0),

where we used that p is a s-antimorphism in the last step. Hence, puf =
(@(v*)p(v)) - pi- Since v € U(A) € Npnmp(A), we have from the previous that
lge? — ps|| = 0 which proves step 1.

Step 2. There exist a net of positive normal linear functionals w; € (gNq)«
satisfying

(a) lim; wl(tb(aﬁ)) = Tr(z) for all z € pMp,

(b) lim; [|w; o By 0 Ad @(u) — w;|| = 0 for all u € Nparp(A),

(¢) lim;w; (®(v)p(v*)) = Tr(p) for all v € U(A).
To prove step 2, choose a weak* limit point ¥ € (gN¢q)* of the net u;. We
find that U (®(z)) = Tr(x) for all x € pMp, that ¥ is invariant under the
automorphisms 3, o Ad ®(u) for all u € N, (A) and that (®(v)p(v*)) - ¥ =

U for all v € U(A). Set ¥; = |¥| € (¢gNq); (see Theorem 4.1.11). By
Theorem 4.1.12, we have

Uy0(fuoAd®(u) =T and (P(v)p(v™)) ¥ =T,y (4.2.5)
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for u € Nyparp(A) and v € U(A). Furthermore, taking a unitary u € (gNg)**
such that ¥(z) = ¥4 (zu), we find

| Te(2)? = [@(P(x))* = [W1(D(x)u)] < [01]]1(R(z"2))

for all z € pMp. In order to conclude the proof of step 2, we need to modify
U so that its restriction to ®(pMp) is given by the trace. We first modify ¥,
so that this restriction is normal and faithful.

Consider the second duals (pMp)** and (gN¢q)** of the von Neumann algebras
pMp and gNgq as in Section 4.1.3. By Theorem 4.1.10, the embedding @ :
pMp < gNgq yields an embedding ®** : (pMp)** — (gN¢q)**. Denote by
2€Z ((pM p)**) the support projection of the natural normal *-homomorphism
(pMp)** — pMp. Write 21 = ®**(z) € Z(®(pMp)**) and note that 2 is
the support projection of the natural normal *-morphism @ : ((I>(pM p))** —
®(pMp). Whenever a € Aut(gNq) satisfies a(q)(pMp)) = ®(pMp), the bidual
automorphism a** € Aut ((¢gN'q)**) satisfies a** ((pMp)**) = (pMp)**. Since
0 o a** = o, we have that also a**(z1) is the support projection of ¥ and
hence a**(z1) = z1. In particular, z; commutes with every unitary in gNg¢
that normalizes ®(pMp). Applying this to the automorphism « = 3, o0 Ad ®(u)
for u € Nynrp(A) and the unitary ®(v)p(v*) for v € U(A), it follows that the
positive functional
Uy : gNg— C:ax— Uy(x27)

still satisfies the properties in (4.2.5) and ¥ is normal by Theorem 4.1.9.

By density of pMp in (pMp)**, we have | Tr(z)[> < ||¥,|| ¥y (@**(z*z)) for
all x € (pMp)**. Since Tr(z) = Tr(xz) (see Theorem 4.1.9) for all x € pMp,
we conclude that | Tr(z)|? < ||U1]| W2 (®(z*z)) for all # € pMp. In particular,
Uy 0 @ is faithful. Since Uy(P(z)) = Uo(P**(z2)) for all z € pMp, we get that
U, 0 @ is normal. So, we find a T € L'(pMp)* with trivial kernel such that
Wy (®(x)) = Tr(xT) for all x € pMp. Since (4.2.5) holds and 5, (®(z)) = ®(x)
for all z € pMp, we have that T commutes with N,pr,(A). For every n > 3,
we then define the positive functional ¥,, on ¢\ ¢ given by

Wa(e) =W (2 (T +2)" ) we (74 1))

for x € pMp. Each U, satisfies the properties in (4.2.5). Choosing ¥ to be
a weak*-limit point of the sequence W,,, we have found a positive functional
¥ on gNq that satisfies the properties in (4.2.5) and that moreover satisfies
U(®(x)) = Tr(z) for all z € pMp. Approximating ¥ in the weak* topology and
taking convex combinations, we find a net of positive w,, € (¢gNq). satisfying
the requirements of step 2.
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Notations and terminology. Choose a standard Hilbert space H for the
von Neumann algebra A, which comes with the normal *-homomorphism
7 : N — B(H), the normal *-antihomomorphism 7, : N' — B(H) and the
positive cone P C H. For every v € Ny, (A), denote by W, € U(H) the
canonical implementation of 8, € Aut(N\).

Step 3. There exist a net (&;); of vectors in P satisfying m,(q)&; = & = m-(¢)&;
for all ¢ and
(a) lim; <7Tg (‘I)(x))fz,fl> = Tr(pzp) = lim,; <7TT (@(x))€1,§1> for all x € M,
(b) lim; ||7rg(<I’(u))7r,,(<I)(u*))Wu§i — &l =0 for all u € Npup(A),
(¢) lim; ||me(@(v))& — me(p(v)) &l = 0 for all v € U(A).
Note that my(q)m.(q)H serves as the standard Hilbert space of gNg. Let & €
7e(q)m-(q) P be the vector implementing the normal positive linear functional
w;. Clearly, the first property of step 2 translates into the first property of this

step. Also, the third property of step 2 implies the third property of this step.
Indeed,

e (@(0))& = me(p@)&]” = 211&]1° — 2Re ((me (p(v") B (v)) i, &:))
= 2w;(q) — 2w; (®(v)p(v*))
—0
To prove the second property, note that each functional w; o8, 0 Ad(®(u)) for u €

Nprp(A) is implemented by the vector my (®(u))m, (®(u*)) W& € m(q)m,(q)P.
Hence, by the Powers-Stgrmer inequality, we have

7o (®(w)) (@ (u™)) Wi = &il* < [|ws 0 By 0 Ad D(u) — wil| = 0
for all u € Npup(A).

Notations and terminology. Define the coaction ¥ : N' = N ® L(G) given
by ¥ =id ® A. By Theorem 4.1.4, the coaction ¥ has a canonical unitary
implementation V € B(H) ® L(G). Let w : Co(G) — B(H) be the associated

*-morphism.

Formulation of the dichotomy. We are in precisely one of the following
cases.

e Case 1. For every F € Cy(G), we have that limsup, ||7(F)&|| = 0.
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o Case 2. There exists an F' € Cy(G) with limsup, ||7(F)&|| > 0.

We prove that in case 1, the von Neumann subalgebra Nparp(A)” C pMp is
d-amenable and that in case 2, the von Neumann subalgebra A C pMp can be
d-embedded.

Case 1 — Notations and terminology. Since G is in class S, we can take a
continuous map ¢ : G — L?(G) as in Proposition 3.1.2 (iii). Define the operator

Zo: L*(G) = L*(G) ® L*(G) : (Zo&)(s, 1) = C(s)(£)E(s).
As before, we identify a vector £ € L?(G) with the operator
E:CoH: A= A
Denoting by Co(G) @min L*(G) C B(L?*(G), L*(G) ® L*(G)) the norm closure
of the linear span of the operators f ® & for f € Co(G) and ¢ € L?(G), we have
that Zy € Co(G) &Qmin LQ(G)
Define V € B(L*(G) ® L*(G)) by

(VE)(g,h) = E(h~ g, h)

for ¢ € L*(G) ® L2(G). Note that V € M (C3(G) @min Co(G)). Moreover,
Alz) = V(1 ®@z)V* for all z € L(G).

By [BSVO03, Section 5], the closed linear span
My = [(ild @ w)(®(z)) |z € M,w € L(G).] (4.2.6)

is a unital C*-subalgebra of M. Also, ®(My) C M (Mo @min C5(G)) and the
restriction of ® to My defines a continuous coaction. In particular, the closed
linear span

Se = [®(Mo)(1 @min Co(G))] € M ® B(L*(G)) (4.2.7)

is a C*-algebra (i.e. the crossed product of My and the coaction ® of C5(G), as
first defined in [BS93, Définition 7.1]) and

My = [([d@ w)®(z) | x € Mp,w € L(G).] . (4.2.8)

Case 1 — Step 1. We claim that
(1© Z)®(x) — ( ®id)(P(2)) (1 ® Zo) € St @min L*(G) (4.2.9)

for all z € M.
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Fix F € Cy(G). We have
(Viss(Zo ® F) — Vis(Zo ® F)V*E) (s, t,u)
= ((Zo® F)E) (s, ut,u) — ((Zo ® F)V*E) (u™"s, t,u)
— (Cls)(ut) — C(u"s) (1)) F(w)E(s, u)
for every ¢ € L?(G) ® L?(G) and a.e. s,t,u € G. Since
lim [|¢(u™"s) = Aig(s)]l, =0
uniformly on compact sets for u € G, it follows that
Vis(Zo @ F) = Via(Zo © F)V" € Co(G) @nin L*(G) @min Co(G).
Hence,
VisVas(Zo @ F) — (Zo @ F)V* € Vy5(Co(G) @umin L*(G) @min Co(Q)).
and
(Zo ® F) — VasVia(Zo @ F)V* € Vg (Co(G) @min L*(G) @min Co(G)).
Since V normalizes Co(G) @min Co(G), it follows that
VisVies(Zo @ F) — (Zog @ F)V* € (Co(G) @min LH(G) @min Co(G))V* (4.2.10)
and since ‘N/(L2 (G) ®min Co(G)) = L*(G) @min Co(G), we similarly have that

";23‘713(20 ® F) - (ZO & F)‘7 S (CO(G) ®min L2(G) ®min CO(G))‘7 (4211)

Recall that given &, € L?(G), we denote by we ,, € L(G), the linear functional
defined by we ,(z) = (z€,n). By Theorem 2.4.26, it follows that the linear
functionals w,, ,, for p,n € C.(G) are |.||-dense in L(G).. Hence, by (4.2.8), it
suffices to prove (4.2.9) for

z=1®n)(2(y)(1 & p) = (id @ wu,)(P(y))

where y € My and where n, u € C.(G) are viewed as vectors in the Hilbert
space L?(G). Let F € Cy(G) be such that n*F = n* and Fp = p. Using that
® is a coaction and that A(a) = V(1 ® a)V* for all a € L(G), we find that

P(z) = ((id®id @ wy,y,) o (P ®id) o D) (y)
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= ((([d®id® w,,) o (id @ A) 0 ) (y)
= ([d®@id®@w,,)(Vas®(y)13V55)
and hence
(@ ®id)(®(2) = (([d®id ®id ® w,,,) o (B @ id @ id)) (Vas®(y)13Vs3)

= (id ®id ® id ® wyy) (Vaa (2 @ id)@(y)) 1, V53)
= (d@id ®id ® w,,) (Vaa (14 © A)2(y)) 15, V5)
= (id ®id ® id @ wyy) (Vas Vaa®(y)1a Ve V)
= (1010 107")VauVar®(y)1aV5i V510 1® 16 p)
Twice using that p = Fpu, it then follows from (4.2.10) that
(@ @id)(D(2)) (1 ® Zo) = 1] Vaa Vaa B(y)14 (1 ® Zo ® F) Vay iz + T
=0 Vaa Vs () 1a (1 ® Zo @ 1) Vi s + T
=0 VaaVaa (190 Zo @ 1) @(y)1s Vs s + T (4.2.12)
where the error term 7T belongs to
[L2(G); Vaa Vas ®(Mo)14 (1@ Co(G) @ LAH(G) @ Co(Q)) Vi L*(G)3] .

Here, we write ® instead of ®p,;, for brevity. Using that [CD(MO) (1 ® CO(G))] =
Se = [(1 ® Co(G))®(My)], that Vay and Voy commute, that [V(L2(G) ®
Co(@))] = [L*(G) ® Cp(G)] and V normalizes Co(G) @min Co(G) = Co(G x G)

and that
My =[(i[d®w)®(z) |z € M,we L(G),] = [(1® L(G)) ®(Mo) (1 ® L*(G))],
we get that T belongs to

[L2(G); Vaa Vas (1@ Co(GQ) @ LAH(G) @ Co(G)) ®(Mo)13 Vay L2(G)3]

= [L2(G); Vas (1® Co(G) ® L*(G) ® Co(@)) ®(Mo)1s Vs L*(G)s]

= [(1® Co(G) ® LA(G)) L*(G); Vaz ®(Mo)13 Vay L*(G)3]

= [(18 Cy(G) ® L2(@)) L ()3 (2 ® id) (B(Mo)) L2(G)s]
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(1@ Co(G) ® L(G)) (2 ®id)((1 ® L(G)) @ (Mo) (1 ® L*(G)))]

= [(1® Co(@)) (M) ® L*(G)]

Using that n* = n*F and using (4.2.11), we can continue the computation in
(4.2.12) and find that

(@ ®id)(®(2))(1® Zo) = 0} Vaa Vaa (1 ® Zo @ F) ®(y)13 Vo pus + T
=0 (1@ Zo® F) Vs ®(y)13 Vo ps + T+ T
=(1® Zo)n; (2®id)(®(y) ps + T'+ T
=(1®2Z)®@)+T' +T
where the error term 7" belongs to

[L(G); (1® Co(G) @ L*(G) ® Co(G)) Vas @(Mo)1s Vs L*(G)s]

= [(1® Co(G) ® L*(G)) L*(G); (¢ ®id) (®(Mo)) L*(G)s]

=S¢ Omin L*(G) .

So (4.2.9) and step 1 are proven.

Case 1 — Step 2. Define the *-homomorphism ¢, =m0 ® : M — B(H) and
the *-antihomomorphism (. = 7, o ® : M — B(H). Define

S = [¢e(Mo) ¢ (Mo) (Co(G)) Wy | v € Nparp(A)] (4.2.13)

Finally, define the isometry Z € B(H,H ® L*(Q)) given by Z = (7 ®@id)(Zo).
We claim that S C B(H) is a C*-algebra, that

Z¢(x) — (¢ ®id) (®(2)) Z € S Omin L*(G) (4.2.14)
and that
ZC () — (Go(z) ®1)Z € S Qmin L (G) (4.2.15)
for all z € M.

Since ¢4 : My — B(H) and 7 : Cy(G) — B(H) are covariant w.r.t. the
continuous coaction ® : My — M (Mo ®@min C;f (G)), they induce a nondegenerate
representation of the full crossed product. Since G is coamenable, the canonical
homomorphisms of the full crossed product onto the reduced crossed product is
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an isomorphism. The reduced crossed product is given by the C*-algebra S,
defined in (4.2.7). So, we find a nondegenerate *-homomorphism 6, : Sy — B(H)
such that

00(P(z)(1® F)) = (ola)m(F),

for all x € My and F € Cy(G).

Associated with the coaction ® : M — M ® L(G), we have the canonical coaction
®OP : MP — M°P ® R(G) defined as follows. Denote by v : M — M°P : z —
2°P the canonical *-anti-isomorphism. Also define the *-anti-isomorphism
n: L(G) = R(G) : x — Ja*J, where J is the modular conjugation. Note that
n(Ag) = pg—1 for all g € G. Then, ®°P is defined by PP (2°P) = (y ®@n) o ®(x).
The corresponding crossed product C*-algebra is

Sp = [@P(MgP)(1® Co(G))] € M & B(L*(G)) -

Since also (, and 7 are covariant, we similarly find a nondegenerate -
homomorphism 6, : S, — B(H) satisfying

0r (2P (zP)(1 & F)) = (p(x)(F)
for all z € My, F € Cy(G).

So 04(Se) = [Ce(Mo)m(Co(G))] and 6,-(S,) = [(-(Mp)7(Co(G))] and these are
C*-algebras. Moreover, the unitaries W, for v € Npnmp(A), commute with
Ce(M), ¢-(M) and 7(Co(G)). So, the space S defined in (4.2.13) is a C*-algebra
and

S = [0:(S0) 0,(51) W | 0 € Nyary(A)]

Also, 8,(S¢) C S and 6,(S,) C S.

Applying 6, ® id to (4.2.9), we find (4.2.14). In the same way as we proved
(4.2.9), one proves that

(1® Zo)B% (2°P) — (3P (2P) @ 1)(1 @ Zo) € Sy Dmin LA(G)  (4.2.16)

for all z € My. Applying 6, ® id to (4.2.16), also (4.2.15) follows and step 2 is
proven.

Case 1 — Notations. Write G = Nap(A) and consider the x-algebras CG
and D = M ®a1g M°P @414 CG. Define the *-homomorphisms

©:D—= BH):z20yP v~ ()¢ (y) Wy
©1:D = BHL*G): 2@y @v— ((®id)(®(z)) (¢ (y) Wy ®1) .

Choose a positive functional 2 on B(H) as a weak® limit point of the net of
vector functionals T — (T, &,).
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Case 1 — Step 3. Writing C' = ||Q2]| A(G)?, we claim that
2O(x))| < C||O1(x)|| forall ze D. (4.2.17)
Since W, commutes with 7(Co(G)) for all v € G, we have ZW, = (W, @ 1)Z

for all v € G. Denoting Dy = My Qaig My¥ ®a1g CG, equations (4.2.14) and
(4.2.15) imply that for z ® y°P ® v € Dy, we have

Z*01(z @y @) Z = Z* (G @id) (®(2)) (G (y) Wy @ 1)Z
= 7" (¢ ®id)(®(x)) Z¢ (y)Wo + Z* (¢ @ id) (®(2)) T
= Z"Z(x) ¢ ()W + 25 (¢ ®id) (®(2)) T + Z°T7,
=Z"ZG(x)Gr (y)Wo + () Z°T + (T")"T + Z*T"

where the error terms T, 77 and T"” belong to S ®uin L*(G). Since Z is an
isometry and Z* € 7(Cp) @min L*(G)*, it follows that

7*01(2)Z — O(z) € S (4.2.18)

for all # € Dy. Since we are in case 1, we have that Q(7(F)) = 0 for all
F € Cy(G). So, UT) =0 for all T € S. It then follows from (4.2.18) that

12O(x))] < 19 |©1(x)]] for all = € Dy . (4.2.19)

To conclude step 3, we now have to approximate as follows an arbitrary z € D
by elements in Dy.

Take a net (1;); in A(G) as in Lemma 4.2.5 and let m; : L(G) — L(G) and
: M — M be the associated normal completely bounded maps. Note that
the image of ©1 lies in B(H) ® L(G) and that (id®@m;)00; = ©10(p; ®id®id).
It follows that
11 (1 @i ® id)(@) | < Ac 01 ()]

for all x € D sand all i. Denoting by p : L(G) — L(G) the period 2 anti-
automorphism given by p(A\y) = As-1, the representation ©; is unitarily
conjugate to the representation

0y:D » BHE LX(G)) :2®y™ @v s (Glx) @1) (6 © p)(®(y)) Wy 1),

So, writing ¢}"(y°?) = (¢;(y))°?, we also find that

101 ((id ® ¢ ® id)(2)) || < Ag [|©1 ()]
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for all x € D and all j. Altogether, we have proved that
101 (i ® ¢3” ®id)(x))[| < AL [|©1(2)]
for all z € D and all 4, j. For every T' € B(H), write ||T||q = /Q(T*T). Since

1€e (i () = Ce(@)) 1 = Tr(p(wi(x) — 2)* (pi(2) — 2)p)

for every x € M, it follows from the Cauchy-Schwarz inequality that for every
x € D and every 1,

Q(O((id® 0}’ ® id)(z))) = lignQ(@((%' ® ¢’ ® id)(z))) -
Similarly, we have

QO(x)) = li;(n Q(e((id @ * ®@id)(z)))

for all z € D. Since (¢; ® ¢° ®id)(x) € Dy for all 4, j, it follows from (4.2.19)
that

12((0s ® 3° ®@id)(2))| < |12 1©1((¢; @ ¢5° ®id)(2))]] < C[|O1(2)]

for all 4, j. Taking first the limit over ¢ and then over j, we find that (4.2.17)
holds and step 3 is proven.

Case 1 — End of the proof. Because of (4.2.17), we can define a continuous
functional Q; on the C*-algebra [0 (D)] satisfying € (©1(z)) = Q(O()) for
all x € D. Since

Q1(01(2)*01(z)) = Q(O(z*z)) >0

for all x € D, it follows by density that €; is positive.
Extend ©; to a functional on B(H ® L?(G)) without increasing its norm. So
Q4 remains positive. Write q1 = (¢; ® id) (®(p)) (¢ (p) ® 1). By construction,
for every v € G, we have that (¢; ® id)(®(v))(¢-(v*)W, @ 1) is a unitary in
B(q1(H ® L*(G))) with
Q1 (G ®id)(2(0)) (G (v)Wy @ 1)) = Q1 (O1(v @ (v*) @ v))
=20 e (V)P ev))
= Tr(p)
=M(q) .

Also, Q1(1 — 1) = 0 and Q4 (({ ®id)(®(z))) = Tr(pzp) for all z € M.
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Define the positive functional Qs on ¢(M ® B(L?(G)))gq given by Qo(T) =
Q1 ((¢ ®1id)(T)). Then, Qo (®(x)) = Tr(z) for all z € pMp and Q, is ®(G)-
central. Writing P = Nparp(A)”, the Cauchy-Schwarz inequality implies that
Oy is ®(P)-central. So we have proved that P is ®-amenable.

Proof in Case 2. After passing to a subnet, we may assume that there
is an F' € Cy(G) such that the net (||7(F)&;]|); is convergent to a strictly
positive number. Let 2 be a weak™ limit point of the net of functionals (w;);
defined by w;(T") = (T&;,&;). As before, let (; = mp o ®. Define the C*-algebra
S1:=04(Se) = [Ce(Mo)m(Co(G))]. Denote by €; the restriction of 2 to S7. By
construction, O ((¢(z)) = Tr(pxp) for all x € M. Moreover y is (;(A)-central,
since

Q (Ce(v)2Ce(v")) = limwi (Co(v)aCe(v"))
= lim (e (@(v*)) &, me (@ (v7)) &)
= lim (a7 (p(v))&i, me (p(v)") &)
= lim (2, &)
and hence
wi(Gv)ae(v7)) = (e (@ (7)) &, me (2(v7)) &)

for all v € U(A) and = € SY.

Define § = ||Q1]s, || and put e = §(4A(G)3 + 2A(G)? +2)~1. Since the elements
7(f), with f € C.(G) and 0 < f < 1, form an approximate identity for S;, we
can fix f € C.(G) with 0 < f < 1 and

Q(n(f)) =d—¢ and |Qu(T) — 0 (T (f))| < e||T||

for all T' € S7. As above, take a net of completely bounded maps p; : M — M
such that ||¢;]ler < A(G) and @;(M) C My for all i and ¢;(z) — = strongly for
all z € M. Because Qi ({¢(x)) = Tr(pxp) for all x € M,

0 (Ce(2)TCe(y)) = Lim Qu (Ce(pi () TCe (i (y))) (4.2.20)

for all x,y € M and T € SY.
We then find, for all u € U(A),

6 < (m(f)) +e
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= O (C(u)m(F)Co(u)) + €
= limRe (Celpi(w*))m(f)Celpi(u))) + ¢ -

Since ¢ (pm (u*))m(f)Ce(¢n(u)) belongs to S and has norm at most A(G)?, we
get that

§ < limsup Re Q1 (Celws (u”))m(£)Ce(pi(w))m(f)) +e(AG)* +1) . (4.2.21)

K3

We claim that there exists an wy € A(G) such that the corresponding completely
bounded map ¢y = (id ® wg) o ® : M — M : satisfies ||¢oller < 2A(G) and

T(f)Ce(x)m(f) = 7(f)Celpo())m(f) forall z € My . (4.2.22)

Using 6, : Sy — S, it suffices to construct wy € A(G) such that ||@oller < 2A(G)
and

(1@ f)P@)(1®f)=(1® f)®(po(z))(1® f) forall z € My. (4.2.23)

Denote by K C G the (compact) support of f. By [CH89, Proposition 1.1],
we can choose wy € A(G) such that wg(g) = 1 for all g € KK ! and such
that the map mo = (id ® wpg) o A satisfies ||mo|lcr < 2A(G). Viewing f as a
multiplication operator on L?(G), we have that fA\,f =0 forall g € G\ KK 1.
It follows that fzf = fmo(z)f for all z € L(G). We then also have

(e fie@)(ef) =0 f)({dem)(®(x)) (1ef) = (1 f)P(po(z))(1ef) .
So (4.2.23) holds and (4.2.22) is proved.

Combining (4.2.22) and (4.2.21) and using that (¢ (o (u*))m(f)Ce(@o(pi(u))) is
an element of S; with norm at most 2A(G)3, we get that

0 < lim sup Re £, (Cei(u™))m()Celolpi(w))m(f)) +(A(G)? + 1)

< limsup Re (C@(‘Pi(U*))W(f)CZ(%OO(%(U)))) +46/2.

N

As in (4.2.20) and using the ((A)-centrality of Q;, we conclude that
6/2 < Re Qu (Ce(u™)m(f)Ge(po(u))) = Re Q1 (m(f)Celwpo(w)u”))
for all w € U(A). For every T € S7 and x € M, we have

\Ql(TQ(x))F <N (TT*) Tr(px™ap) .
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So we find a unique n € L?(Mp) such that

Qi (7(f)¢()) = (xp,n) forall z € M .

It then follows that
0/2 < Re{po(u)u*,n) forall uelU(A).
Writing wo(g) = (M\y&1, &) with &1, & € L2(G), this means that
§/2 < Re(®(u)(p® &)u*,n @ &) for all ucU(A) .

Defining &5 € ®(p)(L?(Mp) ® L*(G)) as the element of minimal norm in the
closed convex hull of {®(u)(p ® & )u* | u € U(A)}, it follows that &5 satisfies
D(u)és = &u for all u € A and that Re(€3,n ® &) = /2. So, & # 0 and we
have proven that A can be ®-embedded. O

4.3 Uniqueness of Cartan subalgebras

We are now ready to prove our uniqueness theorem for Cartan subalgebras
in the group measure space construction of locally compact groups that are
weakly amenable and in class S (Theorem F from the introduction). The
actual result that we prove here is more general than the one stated in the
introduction. To formulate this more general result, recall that a nonsingular
action G ~ (X, ) of a locally compact group G on a standard probability
space is called amenable in the sense of Zimmer if there exists a G-equivariant
conditional expectation E : L (X x G) — L*°(X) w.r.t. the action G ~» X x G
given by g - (z,h) = (gz, gh).

Theorem 4.3.1. Let G = Gy X - -+ X G, be a direct product of nonamenable,
weakly amenable, locally compact groups in class S. Let G ~ (X, ) be an
essentially free nonsingular action. Denote by G3 the direct product of all G,
J# 1.

If for every i € {1,...,n} and every nonnull G-invariant Borel set Xy C X,

the action G; ~ L*°(Xo)% is nonamenable in the sense of Zimmer, then
L>®(X) x G has a unique Cartan subalgebra up to unitary conjugacy.

In particular, L>°(X)XG has a unique Cartan subalgebra up to unitary conjugacy
when the groups G; are nonamenable and the action G ~ (X, u) is either
probability measure preserving or irreducible.

To prove Theorem 4.3.1, we will make use of the notion of a cross section from
Section 2.5.5. Recall that for a cross section X; C X, the associated cross
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section equivalence relation R = R(G ~ X) N (X7 x X7) has countable orbits.
We will first translate the dichotomy from Theorem 4.2.2 into a dichotomy on the
normalizer of a subalgebra inside L(R) whenever R is equipped with a cocycle
w: R — G into a weakly amenable group in class S (Theorem 4.3.5). We then
apply this dichotomy result to the von Neumann algebra L(R) associated to the
cross section equivalence relation R of the (Maharam extension of) G ~ (X, u)
to obtain uniqueness of the Cartan subalgebra L(R). By Corollary 2.5.42, we
then deduce uniqueness of the Cartan subalgebra in L*>°(X) x G.

w-compactness

Given a countable, pmp equivalence relation R on (X, pu), we have the
natural embedding L(R) — L?(R) given by = + zla, where 1o denotes
the characteristic function of the diagonal A = {(w,w)}ywex. The ||.||, on L(R)
is defined as

Jally = r(z*),

where 7 denotes the natural trace associated to p.

Inspired by [Vael3, Definition 2.2], we define the following.

Definition 4.3.2. Let R be a countable, pmp equivalence relation, G a locally
compact group and w : R — G a cocycle. We say that a subset V C M is
w-compact if for every € > 0, there exists a compact subset K C G such that

l — Pg(x)]l2 < el

for all z € V. Here P% denotes the orthogonal projection of L?(R) onto
L (w™H(K)).

We have the following result.

Lemma 4.3.3. Let R be a countable, pmp equivalence relation and w : R — G
a cocycle. Denote M = L(R). If V C M is a ||.||-bounded set that is w-compact,
then also xVy is w-compact for all x,y € M.

Proof. Without loss of generality, we can assume that ) is in the unit ball of M.
By symmetry, it suffices to prove the result for y = 1. Since span{u, },e(r]) is
||.||,-dense in M, it suffices to prove the result for x = u, with ¢ : A - B in
[[R]]. Take an arbitrary ¢ > 0 and fix K C G such that

Iz = P (2l < 5 ll=]l
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for any z € V. By Lemma 2.5.12, we can take a compact subset L C G and
a Borel subset E C X such that u(E) > 1 —¢/2 and w(¢~!(z),z) € L for all
x € FN A. Denote by ¢ € M the characteristic function of E. For every z € V,
we have

gz = Pr-1x (up2)|l, < [|(1 = Qugz — PPoa g (1 — q)uy2) Hz
+ llqupz — Pr-i g (que2)|l,

< =gl [l + 12 = PE(2)l,

<e,
where we used that
gtz — P2 ge(quos) |2 = /X @) e 9) 2 (07 (2),9) 12 dpn ()
1 y~z
= [ S ale@ritnlota)n) )P din (2)
X1 g

/ S s (o )2, )1 dun (2)
X1 Yy~
— |z - PE(2)|1.

Here, p%4 denote the characteristic function of w™1(A) for A C G. We conclude
that the result holds. O

The following result is an adaptation of [Vael3, Proposition 2.6] to this context.
The proof is almost exactly the same, but for completeness we provide the full
proof.

Proposition 4.3.4. Let R be a countable, pmp equivalence relation and w :
R — G a cocycle. Denote M = L(R). Let B C pMp be a von Neumann
subalgebra. The set of projections

P ={qe B'NpMp | q is a projection and Bq is w-compact}

has a unique mazimum q € P. Moreover, ¢ € Nyap(B) N pMp.

Proof. Using Zorn’s lemma, one finds a maximal orthogonal family {q¢;}icr
of projections in P. Set ¢ = Y ,.;¢;. We have ¢ € P. Indeed, take ¢ > 0.

Take a finite subset Iy C I such that go = >, ; ¢ satisfies ||¢ — qug <
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dien, lgill3 < €2/4. Since all we assumed ¢; € P for all i € Iy, we find a
compact sets K; C G such that

€
b—PE (D), < =——|b
for every b € Bq; and every i € Iy. Set K = UieIo K;. Then, for every b € Bq,
we have
b — PR (), < Hb — q0) — P (b(q — (Jo))HQ + Z llba; — Py (bgi) |5

i€ly
3
—||b
<G+ 3 g
=e|bll

We prove that g > ¢’ for any ¢’ € P and hence that ¢ is the unique maximum
of P. Suppose that ¢’ € g. Then, T = (p — q)¢’(p — ¢) is a nonzero operator
in B'NpMp. Take S € B’ N pMp such that ¢ = T'S is a nonzero spectral
projection of T'. Note that ¢’ is orthogonal to q. Moreover,

(Bq")1 = (B)hq" =(p—a)(Bhd(p—q)S C (p—q)(Bg)1(p—q)S

So, by Lemma 4.3.3, we have that (Bg”); is w-compact and hence Bq” is. This
contradicts the maximality of the family {g¢; }ier.

Finally, we prove that ¢ € Nynp(B) N pMp. Take u € Npup(B). Again
Lemma 4.3.3, we see that u(Bq);u* w-compact. But u(Bg)u* = (Bugqu*); and
hence by maximality of ¢, we have ugu® < ¢ and hence ¢ = uqu*. It follows
that ¢ commutes with Npprp(B). O

We will deduce from Theorem 4.2.2 the following result. Recall from
Example 4.1.3 that given a countable equivalence relation R and a cocycle
w : R — @G, the von Neumann algebra L(R) is equipped with a coaction
b, : L(R) = L(R) ® L(G).

Theorem 4.3.5. Let R be a countable pmp equivalence relation on the standard
probability space (X1, p1). Let G be a weakly amenable locally compact group in
class S and w: R — G a cocycle. Write M = L(R) and assume that A C M is
a ®,-amenable von Neumann subalgebra with normalizer P = Ny (A)”. Denote
by p € P'NM the unique mazimal projection such that Ap is w-compact. Then,
P(1—p) is D,-amenable.
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Proof. By Theorem 4.2.2; we only have to prove the following statement: if
p € A’'NM is a nonzero projection such that Ap can be ®,-embedded, then there
exists a nonzero projection g € A’ N M such that ¢ < p and Agq is w-compact.
So, take such a p € A’ N M. Since Ap can be ¥ -embedded, there exists a
nonzero vector £ € L?(M) ® L?(G) such that ®,(p)é = £ = £(p® 1) and such
that @, (a) =&(a® 1) for all a € Ap.

Denote by ¢ the smallest projection in M that satisfies £ = £(¢®1). Note that ¢
is uniquely defined. Since also {(p®1) = £ and {(uqu* ®1) = P(u)é(u* ®1) =¢
for any u € U(A), it follows that ¢ < p and ¢ € A’ N M. Note that g is nonzero,
since { # 0. Consider the operator L¢ defined as the closure of the operator
M — L*(M) ® L*(G) : & — £x. The polar decomposition of L¢ yields a partial
isometry V' : L*(M) — L*(M) ® L*(G) satisfying V*V =1 — Perz, = 4.
Moreover, this partial isometry commutes with the right M-actions on L?(M)
and L?(M)®L?(G). Hence, identifying V with V1, we can view V € M ® L?(G).
Since € is A-central, it also follows that Va = ®,(a)V for all a € Ap.

Define G C [[R]] consisting of all ¢ € [[R]] for which the set

{wlp(@),2) | = € dom(p)}

has compact closure in G. For every ¢ € [R] and every £ > 0, we can choose
a Borel set U C X; with py(X; \U) < € such that the restriction of ¢ to U
belongs to G. Therefore, the linear span of all fu, for f € L>°(X;) and ¢ € G
defines a w.o. dense *-subalgebra My of M. By construction, for every = € M,
there exists a compact subset K C G such that © = P¥(z).

Choose € > 0. Consider the M-module M ® L?(G) from Section 4.1.2. Equip
M @ L?(G) with the norm || - || given by the embedding M ® L?(G) C L*(M)®
L?(G), as well as the operator norm ||-||o.. By the Kaplansky density theorem for
W*-modules (see Theorem 4.1.5), we can take W € My ®a1s C.(G) € M ® L*(G)
such that [|[W|leo <1 and ||V —W|2 <e/3 and ||[W*W —q||2 < &/3. For every
a € M, we find that

Va—=Wally <[V =Wz o] < 3 [laf

€
3
and

9
120(@)V = @u(@)Wll2 < flall IV = W2 < 3 flall -

Therefore, ||,,(a)W — Wallz < % ||a|| for all a € Ap. Since |[W|s < 1 and
IW*W — q|l2 < €/3, we find that

W@y, (a)W —agllz < [W Py (a)W — aW W, + [[aW*W —aqll, <e|la]
(4.3.1)
for all a € Ap.
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When & € C.(G) have (compact) supports K; C G, then we claim that
(1®&5)P,(x)(1® &) belongs to L (w™ (KoK ') for all z € M. Indeed, it
suffices to prove that claim for z = fu, with f € L>°(X) and ¢ € [R]. In that
case, (4.1.2) and (4.1.3) yield

(1®&5)Pu(2)(1® &1)1a) (2, y)

:/G(<I>w(fu<p)(1A®§1))($ay79)§27(9)d9

= [ f@)lale M (2),y)& (W™ (2),2)9)E(g) dg

Ky

— f(e)1a(e" (@), y) /K &1 (w(y,2)9)Ea(g) dg

which is zero if w(z,y) € G\ KoK '

So because W € My ®a1s Cc(G), we can take a compact subset K C G such
that W*®,,(x)W belongs to the range of Py for every x € M. It then follows
from (4.3.1) that

1P (aq) — aglls <[[W"®u(a)W — agl|, < ella]

for all a € Ap. For every element a € Ag, we can choose a; € Ap with
lla1]] = ||a]| and a = a1q. So we have proved that ||P¥(a) — all2 < € ||a|| for all
a € Aq. Since € > 0 was arbitrary, this means that Aq is w-compact. O

In the formulation of Corollary 4.3.6 below, we make use of the following notion
of an amenable pair of group actions, as introduced in [Ana82]. Let G be
a locally compact group and let G ~ (Y,n) and G ~ (X, ) be nonsingular
actions. Assume that p: Y — X is a G-equivariant Borel map such that the
measures p.(n) and u are equivalent. Following [Ana82, Définition 2.2], the pair
(Y, X) is called amenable if there exists a G-equivariant conditional expectation
L>(Y,n) — L*°(X, ). In particular, the action G ~ (X, ) is amenable in the
sense of Zimmer if and only if the pair (X x G, X) with g - (z,h) = (gz, gh) is
amenable.

Corollary 4.3.6. Let G be a locally compact group and G ~ (X,u) an
essentially free, nonsingular action on the standard measure space (X, p).
Assume that the action scales the measure u by the inverse of the modular
function of G. Let (X1, 1) be a partial cross section with puy(Xy) < oo and
denote by R the cross section equivalence relation on (Xi,pu1), which is a
countable equivalence relation with invariant probability measure py(X1) ™" py
by Proposition 2.5.38 (b).



174 RIGIDITY FOR VON NEUMANN ALGEBRAS GIVEN BY LOCALLY COMPACT GROUPS

Let H be a weakly amenable locally compact group in class S and w: G — H
a continuous group homomorphism. Denote by w : R — H the cocycle given
by the composition of m and the canonical cocycle wy : R — G determined by
wo(z!,x) -z =2a forall (z/,x) € R.

Let A C L(R) be a Cartan subalgebra. If A is not w-compact, then there
ezists a nonnull G-invariant Borel set Xog C X and a G-equivariant conditional
expectation L= (Xo x H) — L>®(Xy) w.r.t. the action g - (x,h) = (g-z,7(g)h).

Proof. Write M = L(R). Assume that the Cartan subalgebra A C M is not
w-compact. Let p € Z(M) be the unique maximal projection such that Ap is
w-compact. Then, by Theorem 4.3.5, we can take a have for ¢ =1 —p € Z(M)
that Mg is ®,-amenable. Since Z(M) C L>®(X;) we can take Xo C X3 such
that ¢ = 1x,, where Xo C X; is an R-invariant Borel set. Put X¢o = G - Xo.
Then Xy is a nonnull G-invariant Borel set. We prove that there exists a
G-equivariant conditional expectation L>(Xy x H) — L>®(X)).

Note that since ¢ € L>(X}), we have ®,(¢q) = ¢ ® 1. The P, -amenability
of Mg, together with Theorem 2.4.64 yields a conditional expectation
Mq ® B(L*(H)) — ®,(Mg). Since (X1,u) is a partial cross section, we
can choose a compact neighborhood K of e in G such that the action map
0: K xX; = X:(k,x)— k- is injective.

Write N = L®(X) x G € B(L*(G) ® L*(X)). Define the unitary U, €
U(LA(G) ® L*(X) ® L*(H)) by
(U=&)(g, @, h) = &(g, @, (g)h)
and consider the coaction
O, N>NQLH): Pr(z) =Ui(xz@ 1)Uy
A similar calculation as in Example 4.1.2 shows that

‘I)‘ll'(fug) = fug ® Ur(g)

for all f € L>°(X) and g € G such that indeed @, is a coaction. Define the
projection ¢; € L*(X) given by ¢1 = 1k.x,. In the proof of Proposition 2.5.41
(see Appendix A), an explicit isomorphism

U:qNg — B(L*(K)®M (4.3.2)

is constructed. Fixing Borel maps 7 : Xy — X; and v : Xy — G satisfying
x = y(z)r(x) for a.e. x € Xp, and y(gz) = ¢g and w(gzr) = = for x € X and
g € K, this isomorphism is given by

(U(qrugq)€) (k,z,y) = E(v(g™ k), w(g™ k), y)qa (9~ k)
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and
(\Il(aql)f) (k,z,y) = alkz)é(k, 2, y)

for ¢ € L*(K)® L?>(M), a € L*°(X), g € G, a.e. (z,y) € R and ae. k € K.
Denoting by V' € L*>(K) ® L(H) the unitary given by V(k) = Ay for a.e.
k € K, a straightforward calculation shows that

V13(id ® (I)w) (\I/(LC))VE)) = q)'n'(x)

for x € g1 Ng1. Moreover, ¥(g2) = 1 ® q. We thus conclude that there exists a
conditional expectation Fs : g2Ng2 @ B(L*(H)) — ®,(q2Nga).

Recall that Xo = G - X». Since ugquy = uglx,u; = 1,.x,, the projection
qgo = lx, is the central support of g» inside N. Hence, there also exists a
conditional expectation E : Ngo ® B(L?(H)) — ®,(Ngo). Indeed, we can take
a family of orthogonal projections {p;} with p; < g2 such that ). p; = qo. Take
partial isometries u; € N such that uvju; < ¢2 and w;u; = p;. Then, we can
define E : Ngo ® B(L*(H)) — ®,(Nqo) by

E(z) = Z D, (1) Ba (P (1) 2P (1)) Do (uy)*

for x € Nqgo @ B(L*(H)).

We now restrict E to L>(Xox H) C Nqy® B(L?*(H)). For all f € L>(Xox H)
and h € L*(Xy), we have

Since L>°(Xy) C Nqp is maximal abelian, it follows that E(f) € ®,(L> (X)) =
L>(Xp) ® 1. Define the conditional expectation Eq : L™ (Xy x H) — L (X))
such that E(F) = Eo(F)®1. Since the action G ~ L™ (X x H) is implemented
by the unitary operators ®,(u,q0) for g € G, it follows that Ey is G-equivariant.
This concludes the proof of the corollary. O

We prove the following relationship between the Cartan subalgebras of an
arbitrary von Neumann algebra N and of its continuous core ¢(N) = N X,» R
from Definition 2.4.43.

Lemma 4.3.7. Let N be a von Neumann algebra. Assume that the continuous
core ¢(N) = N X0 R has at most one Cartan subalgebra up to unitary conjugacy.
Then the same holds for N itself.

Proof. Let A and B be Cartan subalgebras of N. Denote by F4 : N — A and
Ep : N — B the unique faithful normal conditional expectations. Let z € Z(N)
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be a nonzero central projection. Note that z € AN B since both A and B
are maximally abelian. The main part of the proof consists in showing that
Az <y, Bz. Assuming that Az Ay, Bz, we deduce a contradiction.

By Theorem 2.5.33, there exists a net of unitaries u,, € U(Az) such that
Ep(z*uny) — 0 (4.3.3)
in the strong* operator topology for all x,y € N.

Choose faithful normal states ¢ on A and v on B. Still denote by ¢ and v
the faithful normal states on IV given by ¢ o Ey4, resp. ¥ o Eg. The continuous
core of N can then be realized as c¢,(IN) = N X,e R and as ¢y (N) = N x4 R.
Denote by © : ¢,(N) — ¢4 (N) the canonical *-isomorphism given by Connes’
Radon-Nikodym theorem.

Write A = O(A xye R) and B = B x,+ R. By Proposition 2.5.31, both A and
B are Cartan subalgebras of M = cy(N). Denote by Tr the canonical faithful
normal semifinite trace on M and let Ex - M — B be the trace preserving
conditional expectation. Since the restriction of E5 to N preserves the state 1,
we have Ex(z) = Ep(z) for all z € N. We claim that

Ex(z"uny) — 0 (4.3.4)

in strong™ operator topology for all z,y € M. Since u,, is a net of unitaries in
Az, once this claim is proved, it follows that the Cartan subalgebras A and B
cannot be unitarily conjugate, contradicting the assumptions of the theorem.
Hence, the claim implies that Az <y, Bz.

To prove the claim, note that since B is abelian, it suffices to prove that
liﬁn ||E']§;(;E*uny)||2’Tr =0 (4.3.5)

for all z,y € n where n = {& € M | Tr(z*z) < oo} is the finite trace ideal of
M. Indeed, suppose that (4.3.5) holds and take x,y € M. Let L?(M) be the
GNS-Hilbert space of M with respect to Tr and denote by 7 : n — L?(M) the
canonical embedding. Since {n(b’bz)}b,b,emg’zeﬂ is dense in L?(M) and the

sequence (Eg(m*uny))n is ||.||-bounded, it suffices to prove that

HEE(x*uny)n(bb'z)H —0 and HEg(y*uZx)n(bb’z)H —0
for all b,b' € nN B and all z € n. But,

|Es wan@y2) | = || Bptatwanty’=], < el | 25 (@) wt) |,
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and the right hand side converges to zero since xb* € n and yb' € n. By a

similar calculation HEg(y*u:ibx)n(bb’z) — 0.

Approximating « and y in || - ||2 v, it suffices to prove (4.3.5) for all x,y of the
form z = z129 and y = y1yo with x1,y1 € N and xg, yo € B with Tr(z{zo) < oo
and Tr(yiyo) < co. But then,

Eg(x*uny) = ‘TS Eg(x*{unyl) Yo = 938 Ep(ziuny1) vo ,
so that (4.3.5) follows from (4.3.3).

Thus, (4.3.4) is proved. As we already explained, it follows that Az <y, Bz
for every nonzero central projection z € Z(N).

Let zp € Z(N) be the maximal central projection such that Azy and Bz, are
unitarily conjugate inside Nzp. Assume that zg # 1 and put z = 1 — z5. By
the above, Az <, Bz. By Theorem 2.5.34, there exists a nonzero central
projection z; € Z(N)z such that Az, and Bz; are unitarily conjugate. This
contradicts the maximality of zg, so that zp = 1. O

We are now ready to prove Theorem 4.3.1.

Proof of Theorem 4.3.1. Take G = G1 X --- x G,, as in the formulation of the
theorem. Let G ~ (X, 1) be an essentially free nonsingular action and assume
that the hypotheses of the theorem hold. We have to prove that N = L*(X)xG
has a unique Cartan subalgebra up to unitary conjugacy. By Lemma 4.3.7, it
suffices to prove that the continuous core ¢(N) has a unique Cartan subalgebra
up to unitary conjugacy.

The continuous core c(N) can be realized as a crossed product ¢(N) = L (X) x
G where G ~ (X, 1) is the Maharam extension from [Mah64]. This is an action

on the space X = X x R given by
g (z,t) = (ga,t +logdc(g) +log D(g,))

for g € G, x € X and t € R. Here, g : G — R{ is the modular function
of G and D is the Radon-Nikodym cocycle for G ~ (X, p) as in [Zim84,
Example 4.2.4] determined by

dlg™" - p)

(z)

for a.e. x € X and a.e. ¢ € G. The measure i on X is given by 1 = p® 1,
where n € M(R) is given by dn(t) = exp(—t) dt. Note that the action G ~ X
scales the measure &t with 6.
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Let (X1, 1) be a cross section for G ~ (X, Ji). Denote by Ry the cross section
equivalence relation on (X1, p1). By Corollary 2.5.42, it suffices to prove that
L>°(X7) is the unique Cartan subalgebra of L(Rq), up to unitary conjugacy. It
suffices to prove that for every nonnull Borel set Xo C X7 with p(X2) < oo,
the restricted equivalence relation R = (R1)|x, has the property that L>°(X3)
is the unique Cartan subalgebra of L(R) up to unitary conjugacy. Indeed, if
this is the case, we take a family {Y;};cr of subsets of X; with uq(Y;) < 400
such that the Rq-saturations Z; = [Y;]g, are disjoint and X; = J; Z;. Writing
Si; = (R1)|z,, we have, by Proposition 2.5.30, that each L(S;) has unique Cartan
subalgebra up to unitary conjugacy and hence also L(Rq) does.

So, take a nonnull Borel set Xy C X with u1(Xs) < oco. Denote by us the

restriction of y1; to Xy. Then (Xa, 1) is a partial cross section for G ~ (X, fi)
and pg(Xs2) < 0o. Let A C L(R) be another Cartan subalgebra.

Denote by w : R — G the canonical cocycle determined by w(a’, x) -z = &’ for
all (z/,2) € R. We claim that A is w-compact. Denote by m; : G — G; the
quotient maps and put w; = m; ow. To prove the claim that A is w-compact, it
suffices to prove that A is w;-compact for every i € {1,...,n}. Fix such an i
and assume that A is not w;-compact.

By Corollary 4.3.6, we find a nonnull G-invariant Borel set )~(0~ C X and a
G-equivariant conditional expectation Fy : L (X x G;) — L (Xj) w.r.t. the
action g - ((z,t),9') = (9 (2,1), mi(9)g")-

Denote by (Bs)ser the action of R on L*(X) given by s - (g,t) = (g9,t + s).
Note that this action of R commutes with the above G-action. Write p =1 %,

and denote by ¢ the smallest (f5)ser-invariant projection in L°°(X) with
p < g. Note that ¢ is still G-invariant and hence ¢ = 1x,xgr, where Xg C X
is a G-invariant Borel set. Also note that ¢ =\ .5 B84(p). Take a maximal

orthogonal family {¢;}ic; of projections ¢; € L>°(X) for which there exists
a s; € R such that ¢; < Bs,(p). Then, ¢ = >, ¢;. Write p; = B_5,(¢;) < p
and define for every finite subset Iy C I the G-equivariant positive linear map
E[O : LOO(XO X R x Gz) — LOO(XO X R) by

Er(f) = Bs (Bo((pr @ 1)(B—s, @ 1)(/)))
i€l

for any f € L>®(Xo x R x G;). For every f € L*(Xy x R) and finite Iy C I,

we have
En(f) =Y af.

i€ly
Hence, taking a point-weak* limit point of the net (Ey,)r,cr, we obtain a
G-equivariant conditional expectation E : L (Xy x R X G;) — L*(Xy x R).
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Now, we construct a G x R-equivariant conditional expectation £y : L™ (Xo x
R x G;) = L®(Xo x R) in the following way. Define E : L*(Xy x R x G;) —
L>®(Xy x R x R) such that

E(f)(x7tas) = (/69 oFo (ﬂ—s ® 1))(f)($,t)

for a.e. 5,2 € R and a.e. v € Xo. Take a left R-invariant mean m : L>(R) — C
and define F1 = (1 ® 1 ® m) o E. One easily checks that E; is indeed a
G x R-equivariant conditional expectation.

The restriction of E to L>(Xy x G;) € L*(Xy x R x G;) then has its image in
L= (Xo x R)® = L>(Xj). So, we find a G-equivariant conditional expectation
L>®(Xo x G;) — L>®(Xy). Restricting to L>®(X()% ® L>®(G;), we find a
G;-equivariant conditional expectation

L*(X0)% @ L®(Gy) — L®(X0)“" .

This precisely means that the action G; ~ L>(X()¢" is amenable in the sense
of Zimmer, contrary to our assumptions.

So the claim that A is w-compact is proved. Take a compact subset K C G
such that ||P&(a)||3 = 1/2 for all a € U(A). Since K is compact and w : R — G
is the canonical cocycle, the subset w™!(K) C R is bounded, meaning that
w™(K) is the disjoint union of the graphs of finitely many elements ; € [[R]],
i=1,...,n, in the full pseudogroup of R. But then, writing B = L*°(X3),

1P (@3 =Y I1Es(auy,)lI3
i=1

for all @ € L(R). Since |[P¥(a)||3 > 1/2 for all a € U(A), it follows that
there exists no (u,), sequence in U(A) such that ||Ep(u,y)|, — 0 for all
y € L(R). This means that A <p ) L>(X2), so that A and L*>(Xs) are
unitarily conjugate by Theorem 2.5.34.

Finally, we prove that the last two statements in Theorem 4.3.1 hold. Suppose
first that G ~ (X, p) is irreducible. Then, L>®(X)% = C. Since each G is
nonamenable, also G; ~ L>®(X)% is not amenable in the sense of Zimmer.
Now, suppose that G ~ (X, ;1) is pmp and that G; ~ L>(X()? is amenable
in the sense of Zimmer for some ¢ and some G-invariant Borel set X, C
X. Let B : L®(Xo)% ® L>®(G;) — L>®(Xo)% be the corresponding G-
equivariant conditional expectation. Denoting by ¢ the state on L*°(Xj)
given by integrating with respect to pu, the restriction of the composition
p o FE to L>®(G;) is a G;-invariant mean on L*°(G;), thus contradicting the
nonamenability of G;. O
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Combining Theorem F with [PV11, Proposition 7.1], we obtain the following
first examples of 11, factors having a unique Cartan subalgebra up to unitary
conjugacy, but not having a group measure space Cartan subalgebra, i.e. these
factors do not decompose as group measure space von Neumann algebras by
discrete groups.

Corollary 4.3.8. Let G = Sp(n,1) with n > 2 and let G ~ (X, u) be any
weakly mizing Gaussian action. Put M = L>®(X) x G. Then, M is a Il
factor that has a unique Cartan subalgebra up to unitary conjugacy, but that
has no group measure space Cartan subalgebra. In particular, its finite corners
pMp are I factors with unique Cartan subalgebra, but without group measure
space Cartan subalgebra.

Proof. Take a cross section X; C X and denote by R the associated cross
section equivalence relation. By Corollary 2.5.42, we have that

pMp= L(R) ® B(L*U)),

where U C X is a neighborhood of identity such that the action map U x X; — X
is injective and p = 131.x,. Since M is an infinite factor, we have

M = pMp® B(*(N)) = L(R) ® B(L*(N)).

By Lemma 2.5.29 every finite corner of M is isomorphic to gMq for some finite
projection ¢ € L= (X;) ® £3(N).

Fix such a ¢ € L>®(X;) ® (?(N). We have ¢Mq = L(R!) for some t > 0,
where R! denotes the amplification of R. By Theorem F, M has a unique
Cartan subalgebra and by Proposition 2.5.30 so does the corner ¢Mq. Hence,
if gMq = L*>®(X) x T for some free, ergodic, pmp action I' ~ (X, ), then
Rt = R(I' ~ X). However, by [PV11, Proposition 7.1], this is impossible. [J

4.4 Cocycle rigidity, orbit equivalence rigidity and
W*-strong rigidity

Given an irreducible pmp action of G = G; x G5 on a standard probability
space (X, p), Monod and Shalom proved in [MS04, Theorem 1.2] a cocycle
superrigidity theorem for nonelementary cocycles G x X — H with values in a
closed subgroup H < Isom(X) of the isometry group of a ‘negatively curved’
space. All such groups are in class S by Corollary 3.4.10. It is therefore not
surprising that one can also prove a cocycle superrigidity theorem for cocycles
with values in a group H satisfying property (S). We do this in Theorem 4.4.1.
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Applying cocycle superrigidity to the cocycles given by a stable orbit equivalence
between essentially free, irreducible pmp actions G1 x Ga ~ (X, ) and Hy X
Hy; ~ (Y,n), we obtain the following orbit equivalence strong rigidity theorem
(see Theorem 4.4.2): if G; and G5 are nonamenable, while H; and Hs are
nonamenable and in class S, then the actions must be conjugate.

Again, such an orbit equivalence strong rigidity theorem should not come as a
surprise: in [Sak09b, Theorem 40], Sako proved exactly this result when Gy, G
and Hi, Hy are countable groups in class S. However, he does not use or prove
a cocycle superrigidity theorem. The main novelty of this section is that our
approach is surprisingly simple and short.

Using this two results, together with the result on uniqueness of Cartan
subalgebras (F), we finally prove a W*-strong rigidity result for such product
groups (see Theorem 4.4.4): if G; and G5 are nonamenable, while H; and Hs
are nonamenable, weakly amenable and in class S, then an isomorphism of the
crossed products implies conjugacy of the actions.

Given locally compact groups G and H and a nonsingular action G ~ (X, u),
a Borel cocycle w: G x X — H is a Borel map satisfying

w(gh,z) =w(g,h-z)w(h,x)

for all g,h € G and x € X. In a measurable context, the slightly more
appropriate notion of cocycle is however the following. Denote by M(X, H) the
Polish group of Borel functions from X to H, modulo functions equal almost
everywhere. The group G acts continuously on M(X, H) by (aq(F))(z) =
F(g~!-z). Then a cocycle is a continuous map

w:G@ = MX,H): g wy

satisfying wgp = a;l(wg)wh for all g,h € G. Every Borel cocycle w gives rise to
the cocycle w, = w(g, -). Conversely, every cocycle can be realized by a Borel
cocycle after removing from X a G-invariant Borel set of measure zero, see e.g.
[Zim84, Theorem B.9].

The (measurable) cocycles w and w’ are called cohomologous if there exists an
element ¢ € M(X, H) such that

wh =g (p)wgp "t forall geG.

Borel cocycles w,w’ : G x X — H are called cohomologous if there exists a
Borel map ¢ : X — H such that

W(g,x) =p(g-2)w(g,z)p(x)"t forall g G,xzecX.
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Again, if two Borel cocycles are measurably cohomologous, then they also are
Borel cohomologous on a conull G-invariant Borel set.

As in [MS04, Theorem 1.2], the following cocycle superrigidity theorem says that
every “nonelementary” cocycle for an irreducible action G; x G2 ~ (X, 1) with
values in a group with property (S) is cohomologous to a group homomorphism.
In our context, being “nonelementary” is expressed by a non relative amenability
property introduced in [Ana82] (see the discussion preceding Corollary 4.3.6).

Theorem 4.4.1. Let G1,G2 and H be locally compact groups and G1 X Gg
(X, u) a pmp action with Go acting ergodically. Assume that H has property (S).
Let w : G1 X Go x X — H be a cocycle. Then at least one of the following
statements holds.

(i) There exist closed subgroups K C H C H such that K is compact and
K CH is normal, and there exists a continuous group homomorphism
0 : G = H/K with dense image such that w is cohomologous to a
cocycle wy satisfying wo(g192,2) € 6(g1)K for all g; € G; and a.e.
reX.

(ii)  The action Gy ~ X x H given by g1 - (z,h) = (q1z,w(g1,2)h) is
amenable in the sense of Zimmer, i.e. there exists a G1-equivariant
conditional expectation L>°(X x H) — L>®(X).

Proof. Throughout the proof, we write G = G1 X G2 and we view G; and G4
as closed subgroups of G. We fix a left invariant Haar measure A on H. We
denote by h - £ the left translation action of H on L?(H).

Formulation of the dichotomy. We are in precisely one of the following
situations.

1. There exists no sequence g, € G5 such that w(g,, ) — oo in measure.
More precisely, there exists a compact subset L C H and an € > 0 such
that for all g € G5 the set {z € X | w(g,z) € L} has measure at least .

2. There exists a sequence g, € G such that w(g,, ) — oo in measure.

Case 1. Fix such a compact set L C H and ¢ > 0. Define the unitary
representation

7 G = ULA(X x H)): (n(g)"€)(z,h) = (g - w,w(g, x)h)
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forallg € G, r € X, h € H and ¢ € L*(X x H). Fix a compact subset
Lo C H with A(Ly) > 0. Given a Borel set A C H of finite measure, denote by
14 € L?(H) the characteristic function of A. By our choice of L and ¢, we find
that

(m(9)" (1 ©1LL,), 1©1L,) = p({z € X [wlg, x) € L}A(Lo) = e A(Lo)

for all g € Ga. It follows that the vector & € L?(X x H) of minimal norm in the
closed convex hull of {7(g)(1® 111,) | g € G2} is nonzero. Clearly w(g)€ = ¢
for g € Gy. Viewing ¢ as a Borel map ¢ : X — L?(G), we have

£(92 - ) = w(g2, 7) - §(2)

for all go € G2 and a.e. x € X. Since x — ||€(z)]|2 is essentially Ga-invariant
and G2 ~ (X, p) is ergodic, we have [|£(z)|, = ¢ > 0 for some ¢ € R} and a.e.
x € X. After renormalization, we may assume that ¢ = 1.

Denote by T' = {{y € L?(H) | ||€]|2 = 1} the unit sphere of L?(H). The left
translation action H ~ T has closed orbits and thus H\T is a well defined
Polish space. Since the map x +— H - £(x) from X to H\T is Go-invariant, it is
constant a.e. So, we find a unit vector & € L?(H) satisfying H - &, = H - &(x)
for a.e. © € X. Define the closed subgroup K C H given by

K = Stab(&) ={s € H | s- & =&} -

Note that since & € L?(H), we must have that K is compact. Using a Borel
inverse of the Borel bijection

H/K — L*(H) : hK — h&,

together with [Kec95, Theorem 12.17], we find a Borel map ¢ : X — H such
that &(x) = p(z) - & for a.e. x € X. Replacing w by the cohomologous cocycle
given by

(9,2) = (g 2) " w(g,z) p() |
we find that w(gs,x) - & = & for all go € G2 and a.e. © € X and hence
w(g2, ) € K for all go € G and a.e. x € X.

For every cocycle a : Go x X — K, we denote by K, C K the subgroup
generated by the elements a(g,x) for ¢ € G and z € X. Following [Zim?76,
Definition 3.7], we call a cocycle a : G2 x X — K minimal if there is no cocycle
B : Gy x X — K such that Kg C K. By [Zim76, Corollary 3.8], we can replace
w by a cohomologous cocycle and such that the restriction we = w|g,xx is
minimal. After shrinking K to the subgroup generated by {w(g,%)}geq, zex,
[Zim76, Corollary 3.8] yields that the associated action G2 ~ X x K given by

g2 - (v, k) = (927, wa(g2, ¥)k)
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is ergodic.

Whenever g € G; and go € G2, we have for a.e. x € X

w(g1, 927) w(g2, T) = w(g192, T) = w(g2g1, ) = w(g2, g17) w(g1, ). (4.4.1)
Fix g1 € G;. Tt follows from (4.4.1) that for all go € Gy and a.e. z € X,
w(g1, g2x) € Kw(g1,z)K. Therefore, the map

X - K\H/K : 2~ Kuw(g1,2)K

is Gio-invariant and thus constant a.e. Similarly as before, we find s € H and
Borel maps ¢,9 : X — K such that (g; still being fixed) we have w(g1,r) =
o(x) sy(z) for ae. € X.

Then (4.4.1) becomes

©(927) s Y(g27) w(g2, T) = w(g2, g17) () s ()

for all go € G5 and a.e. x € X. So, the cocycle
wh i Gy x X = K : (g, 2) = 1(ga) wa(ga, @) ()~

is cohomologous to wy (as cocycles for Go ~ X with values in the compact
group K) and takes values in K N s~!Ks. The minimality of wy then implies
that K Ns~'Ks = K. Similarly, the cocycle ws : Go x X — K defined by
(92, ) — w(ge, g1x) is cohomologous to we by (4.4.1). Since wy is minimal and
w3(ge,z) € K = K, for all g5 € G2 and x € X, we have that w3 is also minimal.
Now, the cocycle

Wy Go x X = K : (g2, 2) = @(gox) w3(g2, x) p(z)

is cohomologous to w3 and takes values in K N sKs~!. The minimality of ws
then implies that K NsKs~' = K. Defining the closed subgroup H' C H given
by

H' :={seH|sKs =K},

we find that s € H’. By construction, K is a normal subgroup in H’. Moreover,
w(gr,x) = p(x)syp(z) € KsK = sK
for a.e. z € X.

We have proved that for every g; € G, there exists an s € H’ such that
w(g1,z) € sK for a.e. x € X. We already had w(gs,x) € K for all g € G5 and
a.e. x € X. Hence, the Borel set

E={(g1,92,7,y) € G1 x G2 x X x X | w(g192,%)K # w(9192,y)K} .
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is a null set. By Fubini, it follows that the complement of
F={xe€ X |w(gig2,2)K = w(g192,y)K for a.e. y € X, a.e. g; € G;}

is a null set. Fixing ¢ € F, we define 6y : G1 — H'/K by do(g1) = w(g1,20) K.
Then, w(g192,7) = w(g1, gax)w(g2, ) € do(g1)K for a.e. g1 € Gy, a.e. g2 € Go
and a.e. x € X. Since

60(g191) = w(g191, 20) K = w(g1, g1wo)w(g}, zo) K = do(g1)d0(97)

for a.e. g1,9] € Gy and a.e. © € X, applying [Zim84, Theorem B.2] yields a
Borel morphism § : G; — H'/K satisfying § = §y a.e. By [Zim84, Theorem B.3],

§ is automatically continuous. Defining H < H’ as the inverse image of the
closure of §(G1), the first statement in the theorem holds.

Case 2. Fix a sequence (g )y in G such that w(gy, ) — oo in measure. Since
H has property (S), we can take a map n : H — S(H) as in Proposition 3.1.2 (ii).
Define the sequence of Borel maps

N X = S(H) : 2= n(w(gn,z)™ 1) .

By (4.4.1), we have for all g € G;, a.e. z € X and all n € N that

1

w(gn, g7) " = w(g,2) w(gn, )" w(g, gnz) " . (4.4.2)

Fix g € Gy and fix ¢ > 0. Using Lemma 2.5.12, we take a compact subset
L C H such that w(g,z) € L for all z in a set of measure at least 1 —e. Then
take a compact subset L; C H such that

[n(hihhg ") = by (k)| < e

for all hy,he € L and all h € H \ Ly. Finally take ng such that for all n > ny,
we have that w(g,,z)™! € H\ Ly for all z in a set of measure at least 1 — .

So, for our fixed g € G; and for all n > ng, there exists a Borel set X,, C X of
measure at least 1 — 3¢ such that

w(g,z) €L, w(gn, )" €H\ L1 , w(g,gnz) €L

for all € X,,. Applying n to (4.4.2), we conclude that for our fixed g € G
and all n > ng, we have

7 (g2) — w(g, ) - nu(z)|1 <€
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for all z € X,,. Since u(X,) > 1 — 3¢, we have proved that for every g € G,
the sequence of functions

0 [l (2) = wlg, @)™ malg2)ls (4.4.3)
converges to zero in measure.

Define the normal conditional expectations P, : L>°(X x H) — L*°(X) given
by

(Pul(1)) (@) = /H £y () () dh

for all f € L*°(X x H) and a.e. z € X. Choose a point-weak* limit point
P:L>*(X x H) = L*(X). We have

[(Pulgr - £)(@) = Pu(f)) (97 )]

- \ [ ot st om0 = [ o e hym(or ) b

< / £, 1) |n(@) (g, 2) " h) — n(gr ") ()| dh
H

<l lwlor s ) - n(x) —nlgr o)),

forn € N, f € L*(X x H) and a.e. z € X. By (4.4.3), it follows that
P.(g1-f) — ¢1 - Po(f) converges to zero in the weak* topology. We conclude
that P is a GGi-equivariant conditional expectation. So the second statement in
the theorem holds. O

Using the previous cocycle superrigidity theorem we prove the following orbit
equivalence strong rigidity theorem. As mentioned above, for countable groups,
the same result was obtained in [Sak09b, Theorem 40].

Let G ~ (X, u) and H ~ (Y, n) be essentially free, nonsingular actions of the
locally compact groups G, H. Recall that we call these actions stably orbit
equivalent if they admit cross sections such that the associated cross section
equivalence relations are isomorphic. Recall that an action G ~ (X, u) of a
product group G = G x Gy is called irreducible both actions G; ~ (X, i) are
ergodic.

Theorem 4.4.2. Let G = G1 X Gy and H = Hy X Hy be unimodular locally
compact groups without nontrivial compact normal subgroups. Assume that
G ~ (X,u) and H ~ (Y,n) are essentially free, irreducible, pmp actions.
Assume that G1,Go are nonamenable and that Hy and Hy have property (S).
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If the actions are stably orbit equivalent, then they must be conjugate.

More precisely, if (X1,u1) and (Y1,m1) are cross sections, with cross section
equivalence relations R and S, and if 7 : X1 — Y1 is a nonsingular Borel
isomorphism between the equivalence relations R and S, then there exist conull
R-invariant (resp. S-invariant) Borel sets Xo C Xy and Yo C Y1, a Borel
bijection A : G - Xo — H - Yy and a continuous group isomorphism 6§ : G — H
such that

(i) Xo=G- X5 andYy= H Y3 are conull Borel sets and A.(p) =1,
(i) Ag-x)=468(g)  Az) for all g € G and all x € Xy,
(iii) A(z) € H-7w(x) for all v € Xo,

(iv) ¢ is either of the form 01 X 6o where 0; : G; — H; are isomorphisms,
or of the form (g1,g2) — (52(92)761(91)) where 61 : G1 — Hs and
0o : Go — Hy are isomorphisms,

(v)  normalizing the Haar measures g and Ag such that 0.(Ag) = Am,
we have covol(X7) = covol(Y7).

Before starting the proof of this theorem, we prove the following lemma.

Lemma 4.4.3. Let G, Hy and Hs be a locally compact group. Suppose that G
is nonamenable and that Hy and Hy have property (S). Write H = Hy X Ha.
Assume that G ~ (X, 1) and H ~ (Y, n) are essentially free, irreducible, pmp
actions. Fori=1,2, let w; : G x X — H; be cocycles and consider the actions
G ~ X x H; defined by

g+ (2,hs) = (g, wilg, D)h).

If there exists a G-equivariant positive linear map © : L (G) — L (X x H),
then there is at most one i € {1,2} for which there exists a G-equivariant
conditional expectation L (X x H;) — L*™(X).

Proof. Suppose that such G-equivariant conditional expectations F; : L™ (X X
H;) — L*®(X) exist for both ¢ = 1,2. Identifying L>®(X x H) =
L (Hy; L= (X xH)) and L>(X x Hy) = L> (Hy; L°(X)) as in Example 2.4.46,
we define

By : L®(X x H) — L=(X x Hy) : (Exf)(h1) = Es(f(h1)).

Defining the cocycle w : G — H by w(g, z) = (wi(g, x),w2(g,)) for g € G and
x € X, we have that E = E; o F is a G-equivariant conditional expectation
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L (X x Hy x Hy) — L*°(X) w.r.t. the action g - (x,h) = (g - z, w(g, z)h).
Composing with the G-invariant probability measure g on X, we find a G-
invariant state on L>°(X x H). Composing © with this state, it follows that G
is amenable, contrary to our assumptions. O

We are now ready to prove Theorem 4.4.2

Proof of Theorem 4.4.2. Replacing X and Y by a conull G-invariant, resp. H-
invariant, Borel set, we may assume that the Borel actions G ~ X and H Y
are free. Moreover, since G- X; and H -Y7 are conull and Borel, we may assume
that X =G-XyandY = H -Y;.

Let p1 (resp. n1) be the canonical R-invariant (resp. S-invariant) probability
measure on X7 (resp. Y7) from Proposition 2.5.38 and Remark 2.5.39. Normalize
the Haar measures Ag and Ay such that covol(X;) = 1 = covol(Y7). Take
compact neighborhoods U of e in G and V of e in H such that the maps

U:UxX) > X: (k)= k-2 and ®:VxY1 =>Y:(ly) — Ly (4.4.4)

are injective. By the definition of a cross section and its covolume (see
Remark 2.5.39), these maps satisfy

U (A x ) = plux, and S ((Am)ly xm) = nlv.y; -

Since § is ergodic, the S-invariant probability measure 7, is the unique. Since
also m. (1) is S-invariant, it follows that m.(u1) = .

We start by translating the stable orbit equivalence 7 into a measure equivalence
between G and H. This is quite standard and can also be found in [KKR17].

Choose a Borel map p : X — X; such that p(z) € G-z for all z € X and
p(kx) = x for all k € U, © € X;. Extend 7 to the Borel map p : X — Y
defined by p = 7 o p. Similarly choose a Borel map ¢ : Y — Y7 and define
p:Y — X : p=r"log. By construction, p(G-x) € H-p(x) and p(H-y) € G-p(y)
for all z € X and all y € Y. Since the actions G ~ X and H ~ Y are free, we
have unique Borel cocycles w: G x X — H and ( : H x Y — G such that

plgz) =w(g,z)-p(x) and  plhy) = ((hy) - p(y)

forallge G,he Hyz € X andy € Y. Since p(p(x)) € G-z and p(p(y)) € H-y
for all z € X and all y € Y, we also have unique Borel maps ¢ : X — G and
¥ Y — H such that
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forallz € X andy € Y.

Define the measure preserving Borel actions GXH ~ X xH and GXxH ~Y xG
given by

(g7h) : (x’hl) = (gac,w(g,a?) h/h_1> )

(9:1) - (y.9') = (hy.C(h,y) g'g7") -
It is straightforward to check that

(4.4.5)

0: X xH—=Y xG:(z,h)— (R p(z), (W1, p(x)) ¢(z)) (4.4.6)
is a G x H-equivariant Borel map and that 6 is a bijection with inverse

0 Y XG> X xH:0 (y,9) = (¢7"p(y), w(g™" () v(y)) -

Using the maps ¥ and ® given by (4.4.4), one checks that

9(\Il(k7x)’€_1) = ((I)(E’ 7T(;L‘)), k_l)

for keU, £ €V and x € X;. Since ¥, & and 7 are measure preserving, it
follows that the restriction of § to U - X1 x V! is measure preserving. Since
the actions of G x H on X x H and Y x G are measure preserving and since
the map 6 is G x H-equivariant, it follows that the entire map 6 is measure
preserving.

The main part of the proof consists of using Theorem 4.4.1 to show that the
cocycle w is cohomologous to an isomorphism of groups § : G — H. Write

UJ(g,fE) = (w1(g,x),w2(g7x)) € Hl X H2'
The map © : L>(G) — L>*(X x H) defined by

(©1)(@,h) = f(e(@) 7 ¢(h, hp(x)))

for f € L>®(G) and = € X and h € H is G-equivariant by (4.4.6). Hence, by
Lemma 4.4.3, we find an i € {1,2} for which there exists no Gj-equivariant
conditional expectation L>(X x Hy) — L*°(X) w.r.t. the actions G; ~ X x H;
given by ¢ - (z,h;) = (gz, w(g,x)h;). Assume that there is no G;-equivariant
conditional expectation L>°(X x Hy) — L*°(X). We prove that the conclusions
of the theorem hold with the group isomorphism § : G — H being of the form
01 X d2. In the case where there is no Gi-equivariant conditional expectation
L>(X x Hy) — L*°(X), we exchange the roles of H; and Hy and obtain
again that the conclusions of the theorem hold with § being of the form

(91,92) = (62(g2),61(g1))-

Applying Theorem 4.4.1 to the cocycle wy, we find a compact subgroup K; C Hj,
a closed subgroup H1 C H; with K7 being a normal subgroup of Hl, and a
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continuous group homomorphism d; : Gy — H 1/ K7 with dense image such that
w1 is cohomologous (as a measurable cocycle) to a cocycle @y : G x X — H;
satisfying @i (g192, ) € d1(g1)K; for all g; € G; and a.e. x € X.

In particular, there is an isomorphism between the actions of G on X x H;
induced by w; and &;. Denote by p : H;y — K;\H; the projection. Fix
a probability measure p € Prob(K;\H;). Then, p.u € Prob(Hy) is a K;-
invariant probability measure. Integrating w.r.t. p.u then yields a Ki-invariant
state ¢ on L (H;). The map F =id® ¢ : L>®(X x Hy) — L*(X), then
yields a Gs-equivariant conditional expectation w.r.t. the action induced by w;.
Hence, composing E with the map L>°(X x H;) — L*(X x H;) induced by
isomorphism between the actions of G on X x Hj induced by w; and w;, we
get a Ga-equivariant conditional expectation L*°(X x Hy) — L*°(X) w.r.t. the
action induced by w;. Applying Lemma 4.4.3 to G5 instead of Gy, it follows
that there is no Ga-equivariant conditional expectation L™ (X x Hy) — L>®(X)
w.r.t. the action induced by ws.

We can again apply Theorem 4.4.1 and altogether, we find compact subgroups
K; < Hj, closed subgroups H; < H; with K; being a normal subgroup of Hj,
and continuous group homomorphisms §; : G; — H;/K; with dense image
such that, writing § = §; X ds, K = K; x Ko and H = ﬁl X ﬁg, we get
that the cocycle w is cohomologous (as a measurable cocycle) with a cocycle
0:GxX > H satisfying w(g,z) € 6(g)K for all g € G and a.e. z € X.

The map q: X x H — H/H : (h,z) — h™'H induces an embedding
¢ L®(H/H) = L*(X xH): f— fogq

that is H-equivariant w.r.t. the action H ~ H/H by left translation and
H ~ X x H by right translation on the second component. Note that g.(f) is
invariant for the action G ~ X x H induced by w. Since w is cohomologous to
w, we find a isomorphism ¢ : X x H — X x H between the actions G ~ X x H
induced by w and w respectively. Note that ¢ is moreover H-equivariant
for the H-action by right translation on the second component. Together
with ¢*, this yields an H-equivariant embedding L (H/H) — L=(X x H)¢
where H ~ X x H is given by right translation on the second component and
G ~ X x H is the action induced by w. Using 6, we also find such an embedding
into L= (Y x G)¢ = L*(Y"). Since the elements of L>°(H,/H;)®1 C L>(H/H)
are Hy-invariant, the irreducibility of the action H ~ (Y,n) implies that
H; = Hy. Indeed, the only Ha-invariant functions in L°°(Y') are a.e. constant,
and hence b;/ the embedding we construcjed7 so are all Hs-invariant functions
in L*°(H;/H,). Similarly, we find that Hy = H,. Since we assumed that the
groups H; have no nontrivial compact normal subgroups, we also conclude that
K is trivial.
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We have proved that w is cohomologous, as a measurable cocycle, to the
continuous group homomorphism ¢ : G — H having dense image. We now
prove that ¢ is bijective. Consider the unitary representation IT of G on
L*(X x H) given by (II(g)¢)(x,h) = £&(g~'x,0(g)"'h). Combining the map
f and the fact that the cocycle w is cohomologous with §, the representation
IT is unitarily conjugate to the representation of G on L*(Y x G) given by
(9-6)(y,9') = &(y,g'g™ ). Therefore, IT is a multiple of the regular representation.
In particular, the coefficients

g~ (I(g)&,n)

for &,n € L?(X x H) are in Cy(G). In particular, for all compact subsets
D, E C H, the function

fop:G—C: g (Mg)(1®1p),1® 1) = Ag(8(g)D N E)

is in Cy(G). It follows that 0 is proper in the sense that the preimage of any
compact is compact. Indeed, for every compact set D C H with nonempty
interior, we have
fp,p2(9) = Au(D) >0

for all g € §~1(D). Hence, if (D) is not compact (and hence not contained
in any compact since § (D) is closed), it follows that fp p2 is not in Co(G),
which is a contradiction. In particular, ker § = §~*(e) is compact, and since by
assumption G has no nontrivial compact normal subgroups, we have ker 6 = {e}.
Since ¢ is proper, the image of § is closed. Since ¢ has dense image, we conclude
that ¢§ is surjective. So we have proved that ¢ is bijective.

Since the Borel cocycles w and § are cohomologous as measurable cocycles,
they are also cohomologous as Borel cocycles on a conull G-invariant Borel set
Xop C X. Since §(Xo x H) is a conull G x H-invariant Borel subset of Y x G,
it must be of the form Yy x H. So we can restrict everything to Xy and Y,
and assume that Xg = X and Yy =Y. Choose a Borel map v: X — H such
that w(g,z) = v(g9z) §(g) y(z)~! for all g € G and = € X. Define the measure
preserving Borel bijections 61,605 : X x H — X x H given by

01(x,h) = (x,v(x)h) and Oy(z,h) = (6" (A Ha,h™ ).
Write 0 = 6 o 0, o 0. Consider the measure preserving Borel action of G x H
on X x H given by
(g,h) - (z,h') = (6~ (h)z, h W' &(g)7") .

Still using the action of G x H on Y x G defined in (4.4.5), we get that 8 is
G x H-equivariant. Define the Borel functions A: X — Y and 7 : X — G such

that 0(x,e) = (A(x),¥(x)) for all x € X. Then,
0(z,h) = 0((e, 67 (h 1)) - (w,e))
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= (e,0 Y1) - O(z,€) (4.4.7)

= (A(@), () 671 ()

for all z € X and h € H. Since 0 is bijective and § is bijective, also A : X — Y
must be bijective. Since 6 is H-equivariant, we have A(g - z) = §(g) - A(z) for
all z € X.

Since 6 is measure preserving and J is measure scaling, by (4.4.7), A must
be measure scaling. Since both p and 7 are probability measures, it follows
that A is measure preserving and thus also § that is measure preserving. By
construction, A(z) € H - p(x) for all x € X and thus A(z) € H - 7(z) for all
x € X1. This concludes the proof of the theorem. O

We can now prove Theorem G.

Theorem 4.4.4. Let G = G X Gy and H = Hy X Hy be unimodular locally
compact groups without nontrivial compact normal subgroups. Let G ~ (X, )
and H ~ (Y,n) be essentially free, irreducible, pmp actions. Assume that
G1,Gs, H1, Hy are nonamenable and that Hy, Hy are weakly amenable and in
class S.

If p(L*°(X) x G)p = q(L*>°(Y) x H)q for nonzero projections p and q, then the
actions are conjugate: there exists a continuous group isomorphism § : G — H
and a pmp isomorphism A : X — 'Y such that A(g-xz) = d(g) - A(z) for all
ge G anda.e xeX.

Proof. Denote M = L*°(X) x G and N = L*°(Y) x H. Take cross sections
X1 CXandY; CY for G~ (X, u) and H ~ (Y, v) respectively. Denote by R
and S the associated cross section equivalence relations. By Proposition 2.5.41,
we have

pMpy 2 L(R)® B(L*U)) and ¢ Ng = L(S) @ B(L*(V)), (4.4.8)

where Y C G and V C H are neighborhoods of the identity for which the action
maps U X X1 — X and V x Y7 — Y are injective and have nonnegligible range,
and pP1 = 1M‘X1 and q1 = 1y.y1.

Since M and N are both factors, the isomorphism pMp = gNg together with
(4.4.8) implies that

L(R)® B(£*(N)) = L(S) ® B(£*(N))

Denote by p: L(R) ® B((*(N)) — L(S) ® B(¢*(N)) the isomorphism. Denote
by A =L>(X;)®¢*°(N) and B = L>®(Y}) ® £°°(N) the Cartan subalgebras. By
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Theorem F the von Neumann algebra N has unique Cartan subalgebra up to
unitary conjugacy and by Proposition 2.5.30 so does L(S) ® B(€2 (N)) Hence,
after conjugating with a unitary, we can assume m(A) = B. We find projections
p' € Aand ¢ € B with p’ < 1®e;; and ¢ < 1® e,, for some n € N with
¢ =7(p'). Here, ¢;; € B({*(N)) denote the matrix units.

Viewing p’ and ¢’ as projections in L>®(X;) = L(R) and L*®(Y;) = L(S)
we can take measurable subsets X; C X; and Y3 C Y such that p’ = 1y,
and ¢’ = ly,. By ergodicity of the actions, both X5 and Y3 are also cross
sections with cross section equivalence relations R’ = R|x, and &’ = Sly,
Identifying L(R') & p’Mp' and L(S’) & ¢'N¢/, the restricted isomorphism
7 L(R') — L(S') satisfies w(L>°(X2)) = L>(Y2). Hence, R’ = §'. Now,
Theorem 4.4.2 concludes the theorem. O

4.5 A dichotomy for the stable normalizer

In this section, we prove a dichotomy result for the stable normalizer N5, (A)
similar to Theorem 4.2.2. In order to do that, we strengthen the weak
amenability requirement in Theorem 4.2.2 to CMAP. Roughly speaking, the
result then follows by adapting the methods in the proof of [BHV18, Proposition
3.6] to the abstract setting used in 4.2.2.

Recall that the stable normalizer of a von Neumann subalgebra A C M is
defined as
N3j(A)={x e M| zAz* C A and x*Ax C A}.

The result that we obtained is now as follows.

Theorem 4.5.1. Let G be a locally compact group in class S with CMAP. Let
(M, Tr) be a von Neumann algebra with a faithful normal semifinite trace and
®: M — M®L(GQ) a coaction. Let p € M be a projection with Tr(p) < oo and
A C pMp a von Neumann subalgebra.

If A is ®-amenable then at least one of the following statements holds: A can
be ®-embedded or Njy,(A)" stays ®-amenable.

Proof. We start by making a first simplification. We replace M by B(¢*(N)) ®
B(¢*(N)) ® M and define the projection e = 1® 1 ®p in M. We then replace A
by £>°(N)® B(¢*(N))® A and view it as a von Neumann subalgebra of eMe. We
finally replace p by the finite trace projection egg ® egg @ p and the coaction ¢ by
id®id ® ®. We are now in the following situation: M is a von Neumann algebra
with a faithful normal semifinite trace Tr, e € M is a projection, A C eMe is a
von Neumann subalgebra with Tr|4 being semifinite and p € A is a projection
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of finite trace. By [BHV1S8, Lemma 3.5], for every z € N;Mp(pAp), there

exist u € Nepe(A) and a,b € pAp such that ua = z = bu. In particular,
ovip(PAD)" = pNenre(A) p. Also, for every partial isometry v € N3,/ (pAp)

with v*v = s and vv* =, there exists a u € Nopre(A) such that us = v = tu.

So, assume that pAp is ®-amenable. We have to prove that pAp can be
®-embedded or that N, (pAp) is ®-amenable. Write ¢ = ®(p) and f = ®(e).

Step 1. If u € Mepre(A), then p(AU{u})”p is still P-amenable.

Denote by EF : eMe — A the unique Tr-preserving normal conditional
expectation. Since pAp is $-amenable, by Theorem 2.4.64, there exists a
conditional expectation

P: q(M@B(LQ(G)))q — ®(pAp)

satisfying P(®(z)) = ®(E(z)) for all x € pMp. We have a canonical
isomorphism

F(M® B(L*(G)))f = B(*(N)) ® B((*(N)) ® (M ® B(L*(G)))q

sending ®(A) onto £>°(N) ® B(¢?(N)) ® ®(pAp). Denoting by Ey : B((*(N)) —
¢>(N) the normal conditional expectation and taking Fy ® id ® P, we can
extend P to a conditional expectation

P: f(M®B(L*(G)))f — ®(A)
satisfying P(®(x)) = ®(E(z)) for all z € eMe.

For every n > 1, define

P, : f(M®B(L*(G))f — ®(A): T 1 Xn: O (uF)P(®(u ") TP (uF))2(u").

n
k=1

Note that every P, is a conditional expectation satisfying P, (®(z)) = ®(E(z))
for all z € eMe. Define

Py: f(M® B(L*(G)))f — ®(4)

as a point-w.o. limit point of the sequence (P,,)n>1. Then Py is a conditional
expectation satisfying Py(®(x)) = ®(E(z)) for all © € eMe and

Po(@(u")T(u™")) = @(u") Po(T)@(u™")

for all T € f(M ® B(L*(G)))f and k € Z. Define the positive functional
Qo on ¢(M @ B(L*(G)))q given by Qo(T) = Tr(®~1(Py(T))), which is well
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defined because Py(T') € ®(pAp). By construction, Qg is ®(pAp)-central and
Qo(®(x)) = Tr(x) for all z € pMp.

Let k € Z and a € A. Put 29 = puFap. Note that zy = uFbp, where b € A is
defined as b = u*pu”a. Using the notation P’ = &' o Py, we have for every
T € (M ® B(L?*(G)))q that

Qo(®(20)T) = Qo (®(u*bp)T) = Tr (P'(®(u")@(bp)T))
= Tr (uPbpP (T®(u"))u™") = Tr (P/(T2(u*))bp) (4.5.1)
= Tr (P'(T®(u"bp))) = Qo (T (x0))-

By the bicommutant theorem (see Theorem 2.4.2) the x-subalgebra {pu”ap |
k € Z,a € A} is s.o. dense in p(AU {u})’p. Fix T € ¢(M @ B(L*(G)))q
and x € p(AU {u})"’p. Take a net (x;); in {puFap | k € Z,a € A} such that
x; — « in s.o. topology. Using that Qo(®(x)) = Tr(z) and the Cauchy-Schwarz
inequality, we have

Q0 (®(2:)T) = Qo (2(2)T)| < [l2i = 25 m 20(T7T)

and hence
Qo (®(2)T) = lim Qo (®(:)T)

whenever (z;); is a net in pMp converging to x in s.o. topology. Similarly,

Qo (T2(2)) = lim Qo(TP(z;))

and hence by (4.5.1), we have Qo (®(2)T) = Qo(T®(x)), meaning that Qo is
®(p(A U {u})"p)-central. This concludes the proof of step 1.

Notations. Since G has CMAP, we can fix a sequence 7,, € A(G) such that the
associated completely bounded maps m,, : L(G) — L(G) and ¢,, : L(G) — L(G)
are as in Lemma 4.2.5. We denote ¢, : pMp — pMp : ¥, (z) = pon(z)p the
associated adapted maps.

Whenever @ C eMe is a von Neumann subalgebra, we denote by Ng the von
Neumann subalgebra of B(L?*(Me)) ® L(G) generated by ®(M) and p(Q),
where p(a) for a € Q is given by right multiplication in the first leg. We write
N =Na.

For every partial isometry v € N;Mp (pAp) with s = v*v and t = vv*, denote by

Bo 2 p(s)Np(s) = p(tO)Np(t) : z = p(v™)zp(v)
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Note that §,(®(z)p(a)) = ®(x)p(vav*) for x € M, a € A and v € N3, (pAp).

Define q; = ®(p)p(p). We still denote by 3, the map ¢1Nq1 — 1N g1 given by
T = Bu(p(s)T'p(s)).-

Step 2. Let Q@ C eMe be a von Neumann subalgebra such that A C @ and
such that pQp is ®-amenable. Then there exists a sequence of functionals
ul € (1Noq1 )« with the following properties.

(a) p@(®(z)p(a)) = Tr(vn(z)a) for all x € pMp and a € pQp.
(b) 4@l < Tr(p) for all n.

To prove step 2, by using Lemma 4.2.4 and Lemma 4.2.7, we get a sequence
of completely positive maps 1, : pMp — pMp that are adapted with respect
to @ and that satisty [|¢n|,4., < Ac < 1 and such that ¢, (¥) — z in s.o.
topology for x € pMp. Moreover, we can assume that the associated maps
On : i Nq1 — B(L2 (pMp)) from Definition 4.2.6 are completely contractive.
Now, composing with the vector functional T' — (T'p, p), which has norm Tr(p),
the proof of step 1 is complete.

Step 3. The positive functionals w, = |u?| in (¢1Nq1). satisfy

(a) limy, w,(®(x)) = Tr(x) for all x € pMp,
(b) lim, w,(®(a)p(a*)) = Tr(p) for all a € U(pAp),

(c) for every partial isometry v € Ny, (pAp), we have that lim,, [[w,, o
B+ — wy 0 Ad®(v)|| = 0.

Note that, as defined above, the functional w, o B, on ¢;Ngq; is given by
(wn 0 Bu) (®(2)p(a)) = wn(P(x)p(v*av)) for all z € pMp and a € pAp, while
the functional w, o Ad ®(v) on ¢ N g, is given by (wy, 0 Ad®(v)) (®(z)p(a)) =
wy (@ (vav*)p(a)).

To prove step 3, let Q@ C eMe be a von Neumann subalgebra such that A C @
and such that pQp is ®-amenable. Define u& as in step 2 and denote w? = |u%|.

Let u, € giNq; be partial isometries such that ,ug = Unp -o.)ff and such that
u¥u, is the support projection of w¥ (see Theorem 2.4.6). We have

U (T) = w () = |wi (T (un — 1))

Sw@(T*T)wq ((uf, — 1) (u, — 1)) (4.5.2)

n
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<R [[IT] (g (1) = 2Re(u? (1))

for all T € ¢1Nqi. Since ||p%]| < Tr(p) for all n and lim,, u%(q;) = Tr(p), it
follows that lim,, ||u% — w?|| = 0. In particular, we have

limw (@ (2)) = lim u (@(2) = Tr (U (@) = Tr(a)

for all z € pMp. Whenever a € U(pQp), we get that lim, w?(®(a)p(a*)) =
Tr(p). So the first two properties in step 3 are already proven. Similarly as in
(4.5.2), one checks that

lim || (@(a)p(a”)) - wif —w?| =0 =lim|[lw? - (P(a)p(a”)) — wy?|

for all a € U(pQp), where we write w? - u for the functional defined by (w% -
u)(r) = w@(uz). Since every element a € pQp can be written as a sum of four
unitaries, it follows that

lim[|®(a) - w — pla) - wi|| = 0 = lim [lw? - ®(a) —w? - pla)]|  (4.5.3)
n n

n

for all a € pQp.

To prove the third property in step 3, fix a partial isometry v € N;Mp(pAp)
and write s = v*v. Recall from above that we can take a u € Mgpre(A) such
that v = us. Define @ = (AU{u})”. By step 1 of the proof, pQp is ®-amenable.
By construction v € pQp. Now, (4.5.3) yields that

lim ||w7?o Add(v) — wfg 0 By

= lim ||<I>(v*) -wg — p(v™) o.)f;?” + lim ||w§ - ®(v) — w,? p(v)” =0
Since u% and p agree on the linear span of {®(z)p(a)}zeprrp.acpop, Which is
s.0. dense in q;N ¢, restricting to ¢1N'q1 yields the third property in step 3.

Notations. Choose a standard Hilbert space H for the von Neumann algebra
N, which comes with the normal *-homomorphism 7, : N — B(H), the normal
s-antihomomorphism m, : N' — B(H) and the positive cone HT C H. As
before, define for every u € Mopre(A) the automorphism 3, of A implemented
by right multiplication with v* on L?(Me) ® L?*(G) and denote by W,, € U(H)
its canonical implementation.

Denote by Ez : pAp — Z(A)p the unique trace preserving conditional
expectation (i.e. the center valued trace of pAp). For every projection s € pAp,
denote by z; € Z(A)p its central support, which equals the support projection
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of Fz(s). Denote by Py C P(pAp) the set of projections s € pAp for which
there exists a § > 0 such that Ez(s) > §z,. We then denote D, = (Ez(s))"/?
and we denote by D;! the (bounded) inverse of Dy in Z(A)zs. As in [BHV1S,
Section 3] and using [BHV18, Lemma 3.9], we can choose a sequence a; € pAp

such that
o0 o0
E aja; = Dgzs and E aya; = D;ls .
i=0 i=0

We make once and for all such a choice for each s € Py. We also define
(oo}
T(s) = ®(ai)p(a}) € aNai -
i=0

Note that the series defining T'(s) is convergent in s.o. topology, so that T'(s) is
a well defined element of ¢; N q;.

For every partial isometry v € NsMp(pAp) with s = v*v and t = vv*, we
denote by W, : me(p(s))mr(p(8))H — me(p(t))m(p(t))H the canonical unitary
implementation of the *-isomorphism S, : p(s)Np(s) = p(t)Np(t).

Step 4. The canonical implementation &, € m¢(q1)m,(q1)H of wy, satisfies the
following properties.

1. limp (7o (P(x))En, &n) = Tr(pzp) = limy, (7. (P(x))&n, &) for all z € M,
2. limy, ||7e(®(a))én — mr(p(a))én|| = 0 for all a € U(pAp),

3. Whenever v € N;Mp(pAp) is a partial isometry such that s = v*v and
t = vv* belong to Py, we have

lim [|7¢(®(0))&5 — 7 (T (5)") e (B (0)) Wy o (T(1)) &l = 0. (4.5.4)

The first two properties follow immediately from the first two properties of w,
in step 3. To also deduce the third property from step 3, one can literally apply
the proof of [BHV18, Proposition 3.6].

Notations and formulation of the dichotomy. As in the proof of Theorem
4.2.2, the coaction ¥ : N' = N ® L(G) given by ¥ = id ® A has a canonical
unitary implementation V € B(H) ® L(G) and an associated nondegenerate
s-morphism 7 : Co(G) — B(H). We again distinguish two cases.

e Case 1. For every F € Cy(G), we have that lim sup,, |7(F)&,| = 0.
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e Case 2. There exists an F' € Cy(G) with limsup,, ||7(F)&,]| > 0.

We prove that in case 1, the von Neumann subalgebra Ny, (pAp)” C pMp is
®-amenable and that in case 2, the von Neumann subalgebra pAp C pMp can
be ®-embedded.

The proof in case 2 is identical to the proof of case 2 in Theorem 4.2.2, because
that part of the proof only relies on the first two properties of the net &, in
step 4. So from now on, assume that we are in case 1. Choose a positive
functional 2 on B(H) as a weak* limit point of the net of vector functionals

T (T&, &n).

Denote G = Nepse(A). The group G acts on N by the automorphisms 3, v € G.
We also consider the diagonal action of G on N ®,1g N°P and denote by D
the algebraic crossed product D = (N Ralg N©P) Xalg G. As a vector space,
D = N ®aig NP ®a1, CG and the product and #-operation on D are given by

(21 @y @ u1) (22 @ yo© @ uz) = 1By (T2) @ (Bus (Y2)y1)°P @ uqus
and
(@Y @u)* = Bu- (%) @ (Bu= (™)) P @ u* .
We define the x-representations
©:D—BH): 2QyP@u— me(x) m(y) Wy

©,:D—=>BH)RLG) :2@yP@ur— (1, ®1d)¥(x) (7 (y) W\, @ 1) .

Define the *-subalgebras of A/ given by
N1 = span{®(z)p(a) }re M aca,
NQ = ATla

and let N3 be the *-subalgebra of N given by all x € N such that there exist
sequences (x,,), in M and (ay,), in A with

T = Z ®(zn)p(an)

and such that Y afz,, > z,xh, Y. aka,, Y., apal are bounded. Each N;
for i =1, 2,3 is globally invariant under the automorphisms g, for u € G, and
so we have the x-subalgebras D; C D defined as D; = (N; @aig N;7) Xalg G.
Note that N7 C N3, but that the inclusion Ny C A3 need not hold.
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Denote C' = Tr(p) = [|€?]|. We claim that

2©(x))] < C||©1(x)| forall z € Ds. (4.5.5)

To prove (4.5.5), first note that in exactly the same way as we proved (4.2.17),
we get that (4.5.5) holds for all € D; and thus also for all € Dy by norm
continuity.

Whenever (z,), and (a,), are sequences in M and A respectively as in the
definition of N3 and z = Y, ®(xy,)p(an), we can choose a sequence of projections
Pn € pMp such that p,, — p in s.o. topology and such that for each fixed n, the
series p, Y. %;x;py is norm convergent. This means that for each n, we have
that @(pn)x eMN.

Fix x € Ds. Since the automorphisms £, act as the identity on ®(M), it follows
that we can find a sequence of projections p,, € pMp such that p,, — p in s.o.
topology and such that

ZTn=(P(pn)@1®1)z(1® P(p,)P®1) € Dy
for all n.
Since Q(me(P(x))) = Tr(pxp) for all x € M, we get that
Q=Q 7m(p) and li7lln 12 —Q 7 (2(py)]| =0.

A similar result holds for 7, and thus,

lim [|© = 7,-(D(pn)) - - 7o (@ (pn))|| = 0 -
This implies that Q(O(z)) = lim,, Q(O(x,)). Since z,, € D2, we know that

Q2(O(25))| < CO1(zn)]| < C|O1(2)]|

for all n. So, (4.5.5) follows.

By (4.5.5), we can define the continuous functional €; on the C*-algebra
[©1(D3)] satisfying Q1(01(z)) = Q(O(x)) for all x € Ds3. It follows that
21(01(x)*O1(z)) = 0 for all x € D3 and thus, ; is positive. Extend € to a
bounded functional on B(H ® L?(G)) without increasing its norm. In particular,
)1 remains a positive functional.

Let v € Ny, (pAp) be a partial isometry such that s = v*v and t = vv* belong
to Pg. Using the same notation as in step 4, we define the operator Y (v) € B(H)
given by

Y(v) = (T (s)") mr(®(v)) W mr(T()) -
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Note that Y'(v) commutes with m,(®(M)). Also note that Y (v)* = Y (v*). Take
u € Nepe(A) such that v = us. Since W, = Wy, me(p(s)) mr(p(s)), we define
the element y(v) € D3 given by

y(v) = (p(s) @ (p(s)@(v)T(s)")P @ 1) (1@ 1@u") (1@ TE) ®1)
and note that O(y(v)) =Y (v) and ©1(y(v)) =Y (v) ® 1.

For every T € B(H), write |T|lq = /Q(T*T). Similarly define ||T|q, =
VU (T*T) for all T € B(H ® L*(G)). Applying (4.5.4) for v and v*, and using
that Y (v*) = Y(v)*, we find that

10(®() ©1© 1 - y(v)lla = [m(@(v)) = Y(0)]o = 0 and
10(@(") @ 1@ 1—y())a = |m(@(*)) — Y(0) ]l =0 .

Then also

[(me 0 @ ®@id)(®(v)) = Y (v) @ Lo, = [[01(®(v) @ 1® 1 = y(v))[la,
=[[0(@w)@1®1-y))la=0,
[(re 0 @ @id)(®(v7)) = Y ()" @ 1lq, = [|©2(2(v") @ 1® 1 —y(v)")la,

= 6@ ) @101 -y )|la=0 .
(4.5.6)

Define the positive functional Q2 on ¢(M ® B(L*(G)))q given by Qs = Q; o (70
® ®id). Since Y (v) ® 1 commutes with m¢(®(M)) ® B(L*(G)), it follows from
(4.5.6) that Qy(®(v)T) = Qa(T®(v)) for every partial isometry v € N5y, (pAp)
with v*v and vv* belonging to Py. We also have that Qo(®(z)) = Tr(z) for all

x € pMp. Since the linear span of all such partial isometries v is || - ||2-dense in
P = N3, (pAp)”, it follows that Qy is ®(P)-central. So we have proved that
P is ®-amenable. This concludes the proof of Theorem 4.5.1. O

4.6 Strong solidity

In this section, we prove strong solidity and stable strong solidity results
for group von Neumann algebras (Theorem H). We do this by applying the
dichotomy Theorems 4.2.2 and 4.5.1 to L(G) with the comultiplication A :
L(G) = L(G) ® L(G) from (4.1.1) as the coaction P.

The following is an easy locally compact analogue of Ozawa’s solidity theorem
[0za04].
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Proposition 4.6.1. Let G be a locally compact group with property (S) such
that C}(QG) is exact. Then, M = L(G) is solid.

Proof. By the type III version of Ozawa’s theorem [Oza04, Theorem 6], as
proved in [VVO07, Theorem 2.5], it suffices to prove the Akemann-Ostrand
property, meaning that the *-homomorphism

B(L*(G))

0: C7(G) ®aig CF(G) — K(L2(Q))

:0(a ®b) = Ma)p(b) + K(L*(G))

is continuous on the spatial tensor product C*(G) ®min C:(G).

As in the proof of (4.2.9), taking ¢ : G — L?(G) as in Proposition 3.1.2 (iii),
we define an isometry Z : L2(G) — L?(G x G) by

(Zo€)(s,t) = ¢(s)(£)E(s)

for all ¢ € L?(G) and a.e. s,t € G. We claim that for all + € C:(G) the
operators

Zox — A(x) Zy and Zop(z) — (p(z) @ 1) Zy (4.6.1)

are compact, where again A denotes the comultiplication on L(G) given by
A(ug) = ug ® ug and X, p : C;(G) — B(L?*(G)) denote the representations
induced by the left and the right regular representations. Indeed, since C.(G) is
||.|[-dense in C;(G), it suffices to prove (4.6.1) for all x = A\(f) with f € C.(G).
So, fix f € Ce(G) and denote T = ZoA(f) — A(X(f)) Zo. We have

<Tsxs¢>::/211u>@(@<w—740r*sxu*1w>sur*s>du
- jg,f(8u44)5c(u)71(4(8)(t)‘*C(U)(Usglt))f(u)dﬂ

= [ ks tupgtu) du,
G
for all £ € L?(G) and a.e. s,t € G, where

k(s t,u) = f(su™")da(u) ™ (C(s)(t) = C(u)(us™"1)).

Let (K,,), be an increasing sequence of compact subsets of G such that G =
U,, Kn- Set ky(s,t,u) = 1k, (s)k(s,t,u) and define the operators T}, : L?(G) —
L?(G x G) by

(1)) = [l tw)e(a) du

G
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Since f is compactly supported and ((s) € L?(G) for all s € G, we have that
k, € L?>(G x G x G) and hence that T;, is a compact operator. Moreover,
T, — T in norm. Indeed, denoting L = supp f, we have

(T, — TE|2 = /G . /G |£(u) (¢(5)(8) — Cuts) (u10))€(uLs) duf* dt ds

< /G supHC(s)—Auc(uls)IIi( /G |f(u>|£<uls>|du>2

/K, u€L

< sup sup [|C(s) = M )| INFIIEDI
sEG\K,, ueL

_ 2
< sup sup [[C(s) — At AT IIENS
s€EG\K,, ueL

for all ¢ € L?(G) and n € N. The convergence now follows from
. 12
lim sup ||C(8) — AuC(u 18)”2 =0
S§—00

uniformly on compact sets for u € G.

Similarly, for S = Zop(f) — (p(f) ® 1) Zy, we have

(S€)(s,1) = /G F (Wb () 2 (C(5)(t) — C(su) (1))&(su) du
- /G S5 w)be (s~ ) V2 (¢(5) (1) — C(u) ()€ (u) du

:/ l;:(s,t,u)g(u)du,
G
where ~
k(s tyu) = f(s™ u)da (s~ u) 2 (C(s)(8) = C(u)(2))-

Set kn(s,t,u) = 1g, (s)k(s,t,u), and define compact operators S, : L*(G) —
L?(G x G) by

(Snﬁ)(s):/GINcnk(&t,u)f(u) du.

Using that 2
limsup [|¢(s) — ((su)||3 =0
S§— 00

uniformly on compact sets for u € G, a similar calculation as above yields that
Sp — S in norm. This proves (4.6.1).
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Now, by (4.6.1),
0(z @ y) = Zi ZoA(2)p(y) + K (L*(G)) = ZiA(z) (p(z) ® 1) Zo + K (L*(G)).
Defining the unitary U : L?(G x G) — L?(G x G) by
(UE)(s,1) = &(s,t ' 5)dg (¢ s) /2

for all ¢ € L?(G x G) and a.e. s,t € G, a straightforward calculation yields that

U(x @ y)U* = Alz)(ply) @ 1)
for all z,y € C;.(G) and hence

0(z®y) = Z;U(z®@y)U*Zy + K(L*(G))

for all z,y € C;(G). We conclude that 6 is indeed continuous with respect to
the spatial tensor norm. O
The following is the first part of Theorem H from the introduction. It proves
strong solidity for certain group von Neumann algebras of unimodular groups.

Theorem 4.6.2. Let G be a unimodular, weakly amenable, locally compact
group in class S and assume that L(G) is diffuse. Then, for every finite trace
projection p € L(G), we have that pL(G)p ts strongly solid.

Proof. Fix a Haar measure on GG and denote by Tr the associated faithful,
normal, semifinite trace on M = L(G). Fix a projection p € L(G) with
Tr(p) < co. We have to prove that pMp is strongly solid. So, fixing a diffuse
amenable von Neumann subalgebra A C pMp, we have to prove that Npar,(A)”
is amenable.

Let A : L(G) — L(G) be the comultiplication from (4.1.1). Viewing A as a
coaction on M, we can apply Theorem 4.2.2. Since A is amenable, we certainly
have that A is A-amenable. We prove that A cannot be A-embedded.

Since A is diffuse, we can take a net a, € U(A) such that a, — 0 weakly.
For every £,n € L?(G), denote by we,, € L(G), the vector functional given
by we n(Ag) = (A&, m). Also denote by me, = (id ® we ) o A the associated
normal completely bounded map. We claim that

men(an) = 0 in s.o. topology (4.6.2)

for all ¢, € L3(G). Fix &,n € L*(G) and fix p € L?(G). To prove (4.6.2),
we have to prove that ||me ,(an)p|| = 0. Denote by U € L*°(G) ® L(G) the
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unitary from (4.1.1) satisfying U(x ® 1)U*. Using Lemma 4.2.4, we have for
every a € L(G) that

mep(a)p = (id @ we n)(Ala))p = (we,y @ id)(A(a))p
= (wen i) (U(@e@ DU )p= 0" HU(a@ 1)U (€@ p) .

Approximating U* (€ @ u) € L?(G) ® L?(G) by linear combinations of vectors
&0 ® po, it suffices to prove that

lim [[(n* @ 1)U (a5 @ 1)(0 @ po)[| = 0

for all n, &y, o € L?(G). Since

(7" © U1 ® o)) (h) = /G olg ™ h)n(@)E(g) dg.

we see that T = (n* ® 1)V (1 ® pg) is an integral operator with square integrable
kernel and hence compact. It follows that

lim (7" & DU (@ © 1)(& & )| = lim | Ta,&ol] = 0
We conclude that the claim in (4.6.2) is proved.

Let H = A(p)(L*(M) ® L*(G)) be the pMp-M bimodule defined by z - £ -y =
A(z)é(y® 1) for x € pMp, y € M and € € H from Definition 4.2.1. Using that
L?(M) = L*(G), note that for all py, s € L?(M) and for all £, € L*(G), we
have

(Alan) (11 @ &) ag, po @ m) = (meg y(an)pn, poan) -
Together with (4.6.2) this implies that

(Alan) - € ap,,§) =0

for all £ € H. So, there is no nonzero A-central vector in H, meaning that A
cannot be A-embedded.

Write P = Npnmp(A)”. By Theorem 4.2.2, P is A-amenable, meaning that H is
left P-amenable. Define the unitary V : L?(G) ® L*(G) — L(G) ® L*(G) by

(VE)(s,t) = &(t,t7's)

for ¢ € L?(G) ® L*(G) and a.e. s,t € G. Note that V(z ® 1)V* = A(z) and
V(JxJ @ 1)V* =1® JaJ for all x € M. Hence, V yields a unitary equivalence
between the bimodule H to the pMp-M-bimodule K = L?(pM)® L?(G) given by
r(®@n)y=z2£@ny for x € pMp, y € M, £ € L?>(pM) and n € L*(G). Hence,
IC is left P-amenable which, by definition, yields a conditional expectation
® : B(L*(pM)) ® M — P. Restricting ® to B(L*(pM)) @ 1 yields that
P = Npup(A)” is amenable. We conclude that pMp is indeed strongly solid. [
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If we strengthen the assumption of weak amenability to CMAP, then we can
prove the following stable strong solidity result for nonunimodular groups. It is
the second part of Theorem H from the introduction.

Theorem 4.6.3. Let G be a locally compact group with CMAP and in class
S. Assume that L(G) is diffuse and that the kernel of the modular function
Go = {g € G| d(g) = 1} is an open subgroup of G. Then, L(G) is stably
strongly solid.

For the proof of this result, we need the following lemma.

Lemma 4.6.4. Let M be a diffuse von Neumann algebra and p, € M a
sequence of projections such that p, — 1 in s.o. topology. Then M is stably
strongly solid if and only if p, Mp, is stably strongly solid for every n.

Proof. Write H = ¢2(N) and denote by z, € Z(M) the central support of p,,.
We have B(H) ® pp,Mp, = B(H) ® M z,. By [BHV1S, Corollary 5.2], we get
that p, Mp, is stably strongly solid if and only if Mz, is stably strongly solid.

We prove that M is stably strongly solid if and only if Mz, is stably strongly
solid for each n. Suppose first that that M is stably strongly solid. Take a diffuse,
amenable von Neumann subalgebra A C Mz, with expectation. Since also
M(1 — z,) is diffuse, by [CS78, Corollary 8] we can take a diffuse amenable von
Neumann subalgebra B C M(1 — z,,) with expectation. Now, C = A+ B C M
is a diffuse, amenable von Neumann subalgebra with expectation. Since M is
stably strongly solid, the stable normalizer N3,(C)” is amenable. But since
A = Czp, we have N3, (A) = N};(C)z and hence N3, (A)” is amenable.

Conversely, suppose that each Mz, is stably strongly solid. Let A C M
be a diffuse, amenable von Neumann subalgebra with expectation. Denote
P = Ny (A)”. Then, each Az, C Mz, is a diffuse, amenable von Neumann
subalgebra with expectation. Hence, each P, = N}, (Az,)" = Pz, is
amenable. Let E, : B(Hz,) — Pz, be the corresponding conditional
expectations. Then, the weak* limit point of T +— E,(z,Tz,) is a conditional
expectation E : B(H) — P, thus proving the amenability of P. O

Proof of Theorem 4.6.3. Let G be a locally compact with CMAP and in class
S. Assume that he kernel Gy of the modular function dg : G — R™T is an open
subgroup of G. Fix a left Haar weight on G and denote by ¢ the associated
Plancherel weight on M = L(G) (see Section 2.4.4). Recall from (2.4.2) that
the modular automorphism group ¢¥ is given by

Jf(ug) = 5(9)it Ug
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for all g € G and t € R. So, L(Gp) lies in the centralizer L(G)¥ and since
Go C G is an open subgroup, the restriction of ¢ to L(Gy) is semifinite. By
Lemma 4.6.4, it is sufficient to prove that pL(G)p is stably strongly solid for
each nonzero projection p € L(Gy) with ¢(p) < oo. Fix such a projection p and
let A C pMp be a diffuse amenable von Neumann subalgebra with expectation.
Write P = N3,,,(A)"”. We have to prove that P is amenable.

Denote H = ¢?(N) and define M; = B(H)® M. Write Ag = B(H)® A and p; =
1® p. By Proposition 2.4.69, it suffices to prove that Ny, ar,p, (Ao)” is amenable.
Since G has CMAP, certainly G is exact (see Theorem 2.3.33) and Proposition
4.6.1 implies that A’ N pMp is amenable. So, Ay := Ay V (A[ N p1Mip1) is
amenable. Indeed, by Theorem 2.4.61 both Ay and Aj N p; Mip; are AFD
and hence so is A;. Since Ny, ar,p, (Ao)” € Npyaiyp, (A1)” and since this is an
inclusion with expectation (see Proposition 2.4.21 (b)), it suffices to show that
Py := Ny, mypr (A1)” is amenable.

Let e € B(H) be a minimal projection and choose a faithful normal state n
on B(H) such that e belongs to the centralizer of n. Also choose a faithful
normal state 1 on pMp such that affj (A) = A for all t € R. Note that such a
state indeed exists by Theorem 2.4.19. Now, n ® 1 is a faithful normal state on
p1Mip; and the subalgebras A; and P; are globally invariant under o7®% and
we obtain the canonical inclusions of continuous cores

cpew (A1) C epey(P1) C epey(P1Mipr) -

Since A] Np1 Mip1 = Z(A,), it follows from [BHV18, Lemma 4.1] that c,gq(P1)
is contained in the normalizer of ¢,gy(A1). By Takesaki’s duality theorem
[Tak03a, Theorem X.2.3], P; is amenable if and only if its continuous core is
amenable. So, it suffices to prove that the normalizer of ¢,g. (A1) is amenable.
Now we can cut down again with the projection e ® 1 and conclude that it is
sufficient to prove the following result: for any diffuse amenable B C pMp with
expectation and for every faithful normal state ¥ on pMp with a;p (B) = B for
all t € R, the canonical subalgebra c,(B) of ¢y (pMp) has an amenable stable
normalizer.

Whenever p' € M¥ is a projection with p’ > p and ¢(p/) < oo, we can
realize the continuous core of p’ Mp' as 7w, (p")Mm,(p') where M = ¢, (M) and
7y : M — M is the inclusion. Recall that p € L(Go) C M¥. Let

IT: ¢y (pMp) — wuo(p) My (p)

be the canonical trace preserving isomorphism. Let p,, € Ly (R) be a sequence
of projections having finite trace and converging to 1 in s.o. topology. Since B
is diffuse, it follows from [HU15, Lemma 2.5] that

(pn ¢y (B)pn) A Ly (R)my, (p') (4.6.3)
T (p') My (p')
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whenever p’ € M¥ is a projection with p’ > p and p(p’) < co. Denote by P the
set of these projections p’ and define the *-algebra

Mo = | mo(@)Mm(v) .

p'€P

There is a unique linear map E : My — L, (R) such that for every p’ € P, the
restriction of E to m,(p')Mm,(p") is normal and given by E(7m,(x)\,(t)) =
p(x)Ay(t) for all x € p’ Mp' and t € R. Note that this restriction of E can be
viewed as p(p’) times the unique trace preserving conditional expectation of
T (p' )M, (p') onto Ly, (R)p'.

Combining (4.6.3) and with Theorem 2.5.33, in order to prove that c,(B) has
an amenable stable normalizer inside cy(pMp), it is sufficient to prove the
following statement: whenever g € 7, (p)Mm,(p) is a projection of finite trace
and A C gMgq is a von Neumann subalgebra that admits a net of unitaries
v, € U(A) satistying

E(z*v,y) — 0 in s.o. topology, (4.6.4)

for all z,y € My, then the stable normalizer of A inside ¢ Mgq is amenable. Fix
such a von Neumann subalgebra A C gMgq and fix a net of unitaries v,, € U(A)
satisfying (4.6.4).

Since Aoof = (0f ®id) o A for all ¢t € R, there is a well defined coaction given
by

QM > MR L(G) : D(mp(2) A (1)) = (1, ®id)(A(z)) (Ap(t) ® 1)
forallz € M, t e R.

The M-bimodule ¢(pq)(L*(M) ® L*(G))rm @ 1 is isomorphic to L2(M) @ (w)
L?(M) and thus weakly contained in the coarse M-bimodule. Writing P =
N3/ (A)”, the left P-amenability of () ®(p)(L*(M) @ L?(G))m & 1 implies left
P-amenability of the coarse pMp-M-bimodule L?(pM) @ L?(M) and hence
amenability of P. Using Theorem 4.5.1, it only remains to prove that (4.6.4)
implies that A cannot be ®-embedded.

We deduce that A cannot be ®-embedded from the following approximation
result: for all a € C*(Gy), w € L(G)} and £ > 0, there exist n € N, elements

*

aj,xzj € L(G) and scalars §; > 0 for j € {1,...,n} such that
of (a;) =0%a; and of (z;) = 6;“% (4.6.5)
for all j € {1,...,n} and all ¢ € R, and such that the map

VMo Mias Y m(a)) E(my(paj)*zmy(par)) mp (k) (4.6.6)

jk=1
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is normal and completely bounded, and satisfies
|(id ® w)®(my(pa)* - Tp(pa)) — \I]ch <e. (4.6.7)

Already note that (4.6.5) implies that the right support of pa; belongs to P, so
that m,(pa;) € Mo and the map ¥ is well defined and normal.

Assuming that such an approximation exists, we already deduce that A cannot
be ®-embedded. Indeed, considering the sequence of unitaries (v, ), from (4.6.4),
it suffices to prove that

lién@(vn)(u@f),uvn ®€) =0 forall ue L*(M) and ¢ € L*(G),

because then also lim,, (® (v, )n (v} @ 1),n) = 0 for all n € A(q)L*(M) ®@ L*(G),
excluding the existence of a nonzero vector n € A(q)L?(M) @ L*(G) satisfying
®(a)n =n(a®1) for all a € A.

Since p ® & can be approximated by vectors of the form ®(m,(a))(p ® &) with
a € C;(Gy), it suffices to prove that

lim (7, (a) v, () (1 © €), v, © €) = 0

n

for all a € C:(Go), p € L*(M) and ¢ € L*(G). Since every & € L*(G)
implements a positive normal functional we € L(GQ)], it suffices to prove that

(id ® w) (P(mp(a)*vamy(a))) — 0

in s.0. topology for all a € C*(Gy) and w € L(G)}. But this follows by the
approximation in (4.6.7) and because (4.6.4) implies that ¥(v,) — 0 in s.o.
topology for every ¥ of the form (4.6.6).

Fixing a € C}(Gy), w € L(G){ and € > 0, it remains to find the approximation
as in (4.6.7).

First take £ € C.(G) such that the vector functional we satisfies ||w — wel| <
(1/3) e ||lal|=2. Tt follows that, as maps on M = L(G),

H(id@w)A(a*p - pa) — (id ® we)Aa’p - pa))”cb < % . (4.6.8)

Fix F € C.(G) with 0 < F < 1 and ¢ = F¢. Viewing F as a multiplication
operator in L*°(G) and using the unitary U € L*(G) ® L(G) satisfying
U(x ® 1)U* = A(z) from (4.1.1), we have for every x € M

(id®we) (A(a"prpa)) = (we ®id)(A(a"papa))

= (@ )U(a"prpa@ U (@ 1)
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= (" @1V)U(Fa*prpaF @ U (E®1) .

Since a € C;(Gy) C Cr(G) and F € C.(G), we get that aF is a compact
operator on L?(G) that commutes with the modular operator Ag associated to
the GNS-representation of L(G) on L?(G). Indeed, take a,, € C.(G) such that
Aan) = a in norm. Then a,F — oF in norm and for every n € N and every
¢ € L?(G), we have

(@ Fe)(0) = [

G

an(s)F(s_lt)f(s_lt)ds:/ an(ts™1)oa(s) " F(s)E(s) ds.

G

So, each a, F is an integral operator with square integrable kernel and hence
compact.

We can approximate aF be a finite rank operator T' of the form

T = Zﬂjﬁ;
j=1

where &, 1; € Co(G) C L*(G) and Agé; = §;€;, Aguj = 615, and such that
1T < laF|| < [l and

9
|aF —T|| € s -
3l €11

Defining
m: M — M:m(z) = (ldQw)(A(a" pzpa)) ,

mi:M—=>M:m(z)= (" DNV (T prpT @ HV*(E® 1),
we get that ||[m —mq||lb < €.

Defining
0 = M) = [ o) Ay and a; = (e, @i)(V)

we get that

n
mi(z) = Z p(aj prpay)TjT) .
Jok=1
Both m and m; commute with the modular automorphism group ¢% and thus
canonically extend to M = ¢, (M) by acting as the identity on L,(R). The
canonical extension of m equals

(id®w)<1>(7r@(pa)* . Ww(pa)) ,

while the canonical extension of m; equals the map ¥ given by (4.6.6). Since
|lm —m||lcb < &, also (4.6.7) holds and the theorem is proved. O
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4.7 Unique prime factorization

Proposition 4.6.1 implies that L(G) is a prime factor whenever G is a locally
compact group in class S whose group von Neumann algebra is a nonamenable
factor. In this section, we prove Theorem I, i.e. we prove that tensor products
of such factors have unique prime factorization.

Theorem 4.7.1. Let G = G1 X --- X Gy, be a direct product of locally compact
groups in class S whose group von Neumann algebras L(G;) are nonamenable
factors. If

L(G)EN® ... ® N,

for some factors N; that are not of type I, then n < m. Moreover, all factors
N; are prime if and only if n = m and in that case (after relabeling) L(G;) is
stably isomorphic to N; fori=1,...,n.

To prove this theorem, we use the following property introduced by Houdayer
and Isono [HIL7].

Definition 4.7.2. Let (M, H, J, P) be a von Neumann algebra in standard form.
We say that M satisfies the strong condition (AO) if there exist C*-algebras
A C M and C C B(H) such that

e A is exact and w.o. dense in M,
e C is nuclear and contains A,

e all commutators [c, JaJ] for ¢ € C and a € A belong to the compact
operators K(H).

Note that the definition in [HI17, Definition 2.6] also requires A and C to
be unital. However, by Proposition 2.3.22 this requirement is not essential.
The class (AO) is now defined as the smallest class of von Neumann
algebras containing all (separable) von Neumann algebras satisfying strong
condition (AO) and that is stable under taking von Neumann subalgebras with
expectation.

In [HI17, Theorems B], Houdayer and Isono provide a unique factorization
result for nonamenable factors in class (AO). A slightly more general version,
not requiring the factors IV; in the formulation below to have a state with large
centralizer, was later proved by Ando, Haagerup, Houdayer, and Marrakchi in
[AHHM18, Application 4]. This more general version is as follows.

Theorem 4.7.3. Let M =2 M, ® ... ® M,, be a tensor product of nonamenable
factors in class (AO). If M 2 N1 ® ... ® N,, for some factors N; that are not
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of type I, then n < m. Moreover, all factors N; are prime if and only if n = m
and in that case (after relabeling) M; is stably isomorphic to N; fori=1,....n

Theorem 4.7.1 now follows immediately by combining Theorem 4.7.3 with the
following result.

Proposition 4.7.4. Let G be a locally compact group in class S. Then, its
group von Neumann algebra L(G) satisfies strong condition (AO).

Proof. Recall that L(G) is in standard form on L?(G) and that for any f €
C.(G), we have

(TACH)TE) () = (o(H)E)(s) = /G FBoa(H)/2¢(st) dt

Let A = C(G) be the reduced group C*-algebra of G. Then, obviously A is exact
and w.o. dense in L(G). Recall from Theorem 3.2.3 that the action G ~ h*G
is topologically amenable and hence the crossed product C(h*G) x G is nuclear
(see Theorem 2.3.30). Now, the inclusion C(h*G) C C¥(G) — B(L*(G))
together with the unitary representation g — A, induces a *-morphism 7 :
C(h*G) x» G — B(L*(G)). The image C = m(C(h"G) x G) is nuclear as a
quotient of a nuclear C*-algebra (see Theorem 2.3.25), and obviously contains A.
The algebra C,(G,C(h"G)) is a dense subalgebra in C'(h"G) x G. Identifying
an element h € C.(G,C(h*G)) € C(h*G) x G with a function on G x G that
is compactly supported in the first component, we get that the action 7(h) on
a £ € L*(G) is given by

(r1))(s) = [ nit o)t s) e

for h € C.(G,C(h"G)), £ € L*(G) and a.e. s € G. Denote by Cy the image of
C.(G,C(h*@)) under .

We prove that C commutes with JAJ up to the compact operators. Since
C.(G) is dense in C;(G) and Cy is dense in C, it suffices to prove that for every
f € C.(G) and every w(h) € Cy, we have T = [r(h), JA(f)J] € K(L*(G)). A
straightforward calculation yields that for £ € L?(G) and s € G, we have

/ / (t,s) — h(t, su))f(u)ég(u)1/2§(t_1su) dtdu
/ / (t,s) — h(t, tu)) f(s~Ttu)dg (s “Ltu)/? At du

= [ ke au
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where

k(s,u) = /G (h(t,s) — h(t,tu))méc(s—ltu)lﬂ dt.

Let (K,,), be an increasing sequence of compact subsets of G such that G =
U,, Kn- Set ky(s,u) = 1k, (s)k(s,u) and define the operator T}, € B(L*(G)) by

(Tu)(s) = /G k(s )€ (u) du

Note that since f € C.(G) and h is compactly supported in the first component,
we have that each k,, € L?(G x G) and hence that T}, is compact. Moreover,
T, — T in norm. Indeed, if L C G is a compact subset containing the support
of f of (the first component of) h, then

|IT¢ — Tné|?

oo

2
</ sup |h(t,s) — h(t, su)|? </ / |f ()] 6 (u)*/? |£(tlsu)|dudt> ds
G\Kn, t,u€L LJL

< sup  sup |h(t,s) — h(t,su)]” (L) [|IN(F) I
s€eG\ Ky t,u€L

2
ds

/ / (h(t, s) — h(t, su)) f(w)dc (w) /€t su) dt du
GJG

= sup sup |h(t,s) — h(t,su)|* w(L) | £II3 €15
SEG\K, t,uel

and
limsup |h(t, s) — h(t, su)]* = 0

§—00

uniformly on compact sets for ¢,u € G. We conclude that T itself is compact. [



Chapter 5

Conclusion

In this thesis, we proved the first W*-rigidity results for group von Neumann
algebras and group measure space von Neumann algebras of locally compact
groups. In order to do this we defined Ozawa’s class S (Definition A) for locally
compact groups and provided examples of groups in this class (Proposition C
and Theorem D). We also proved that class S is closed under measure equivalence
(Theorem E) and we provided a characterization of group in class S (Theorem B),
similar to Ozawa’s result [0za06, Theorem 4.1] for discrete groups.

We were then able to prove that the canonical Cartan subalgebra in crossed
products L (X) x G is unique, whenever G is a direct product of nonamenable,
weakly amenable, locally compact groups in class S and G ~ (X, u) is an
arbitrary free, pmp action (see Theorem F, or Theorem 4.3.1 for a more
general version). We deduced this result from a very general dichotomy type
result on the normalizer Ny (A)” = {u € U(M) | uAu* = A} of a subalgebra
A in a von Neumann algebra M equipped with a coaction (Theorem 4.2.2).
The proof of this result followed the same lines as the earlier results [PV14a,
Theorem 5.1] and [PV14b, Theorem 3.1], but in a much more abstract setting. In
Theorem 4.5.1, we were able to obtain a similar result on the stable normalizer
N5 (A) = {z € M| xAz* C A and z* Az C A} by adapting the methods of
[BHV18] to this abstract setting.

Using the uniqueness theorem of Cartan subalgebras we obtained a W*-strong
rigidity result for product groups (Theorem G). We obtained this result by
first generalizing the cocycle superrigidity theorem of [MS04] and the orbit
equivalence rigidity theorem of [Sak09b] to the locally compact setting.

Using the dichotomy results Theorems 4.2.2 and 4.5.1, we obtained strong
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solidity results on L(G) when G is unimodular, weakly amenable groups in class
S and stable strong solidity results when G is possibly nonunimodular, but has
CMAP and is in class S (Theorem H). Using the characterization in Theorem B,
we obtained unique prime factorization results on (tensor products of) group von
Neumann algebras L(G) when G is in class S and has a nonamenable factor as
group von Neumann algebra (Theorem I). This result was deduced from unique
prime factorization results in [HI17, Theorem B] along with the generalization
in [AHHM18, Application 4]. This generalizes results in the discrete setting
from [OPO04].

One of the main limiting factors for (nontrivial) applications of Theorems H
and I is the lack of examples of groups G such that L(G) is a nonamenable
factor. As mentioned in the introduction nonamenability criteria for groups
acting on trees are provided by [HR19]. An attempt at providing factoriality
criteria for such groups was made in [Raul9b], but this paper currently contains
a mistake. In general the structure of locally compact group von Neumann
algebras is rather poorly understood and many ‘natural’ groups have amenable
or even type I group von Neumann algebras. For instance L( SLn(Qp)) is type 1
[Ber74] and L(G) for G connected is amenable [Con76, Corollary 6.9]. It would
therefore be interesting to find more examples of and criteria on locally compact
groups under which their group von Neumann algebras would be nonamenable
factors. In particular it would be interesting to have weakly amenable locally
compact groups G in class S such that L(G) is a nonamenable factor of type
III, for every A € [0, 1].

The restrictions above for applying Theorems H and I do not apply to to
applications of our Cartan rigidity result Theorem F. Indeed, also for locally
compact groups L (X) x G is a factor whenever G ~ (X, ) is free and ergodic.
As mentioned in the introduction, there are by now many more examples of
Cartan rigidity results for discrete groups. It is therefore natural to ask whether
these Cartan rigidity results also generalize to the locally compact setting. Also,
providing examples of W*-superrigid actions in the locally compact setting
would be a very interesting problem. In order for this to succeed, one would
also have to prove more OE-rigidity results for locally compact groups.






Appendix A

Proofs of results on cross
section equivalence relations

In this appendix, we prove the two ‘folklore’ Propositions 2.5.38 and 2.5.41.
We provide a complete proof to make this thesis as self-contained as possible.
We do however not claim originality. The proofs we provide here are similar
to the proofs provided in [KPV15, Appendix B], but we have to take of the
non-unimodularity of the group G and the fact that the action is not measure
preserving.

Recall from Section 2.5 that given a essentially free, nonsingular action G ~
(X, 1), the Radon-Nikodym cocycle D : G- X — Rg is given by

dg "y

for all ¢ € G and a.e. = € X. Moreover, we can assume that D is a Borel
cocycle in the sense that D(gh,z) = D(g, hx)D(h,z) for all g,h € G and a.e.
z € X. Defining w, : R — C by w,(z,y) = D(w(z,y),y), where w : R — G is
the cocycle satisfying w(z,y)y = x, we get a cocycle w : R — Rar.

Recall Proposition 2.5.38.

Proposition A.1. Let G ~ (X, u) be a essentially free, non-singular action.
Let X1 € X be a partial cross section and denote by R its cross section
equivalence relation.
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(a) There exists a unique measure py (up to scaling) on X; satisfying

Geom) = [ ¥ Dl a)aut
(gy)GW

for all measurable W C G x X1. Moreover, R is non-singular for .
(b) R is non-singular for uy and its Radon-Nikodym cocycle is given by
D1 (1, 22) = 6 (w(z1, 2))wr (21, 2)

In particular, if G is unimodular and G ~ (X, u) is measure preserving,
then w1 is an invariant measure for R.

(¢) If X1 is a cross section, then R is ergodic if and only if G ~ (X, ) is
ergodic.

Proof. After discarding a G-invariant null set, we can assume that G ~ X is

free. Define
U:Gx X=X xX;:(9,2) = (gz,x).

Note that ¥ is injective and hence that its image
Z={(r,y) e X xX1|3geG:xz=gy} (A.0.1)

is Borel. Note moreover that the projection my : Z — X : (z,y) — « is
countable-to-one since 7y o ¥ = . The map V¥ is G-equivariant if we equip Z
with the action G ~ Z given by ¢ (z,y) = (gz,y) and G x X; with the action
of left translation on the first component.

Now, define the measure 1 on Z by

/ 3w y,2) du(a).

yeXy
(z y)EW

Note that n is G-invariant and hence so is 7 o ¥. Since the Haar measure is
unique, it follows that no ¥ = Ag ® py for a unique o-finite measure p;. Clearly,
11 satisfies the required equation.

Note that
/ f(g,y) dp (x dg—/ > D(g ) f(g,y) du(=),
X1 (9,9)€0 ()

where 0 : G x X7 — X is the action map.
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Now, take another partial cross section X5 C X and denote by R; the cross
section equivalence relations for X; and by p; the associated measure. Let Z;
be the set as in (A.0.1) for X;. Define

S:{(xl,l'g)GXlXXQ|.T1€G'$Q}.

Note that S = R(G ~ X) N (X1 x X3) is Borel and that the projections
m; S — X; for i = 1,2 are countable-to-one. Define the measures v, and , on
S by

V(W) = / o W] sy (1)
X1
and

(W) = /X Wl dpa(a2)

for measurable W C S, where as before ., W = {z3 € X5 | (21,22) € W} and
Wy, = {z1 € X | (1,22) € W}. We claim that v, = ~,. Indeed, define

Z={(z,x1,22) e X x X1 x X2 |G- 2 =G 21 =G 13},
D1 :G xS — Z:(g,x1,22) — (g1, 21, T2),
Dy:G xS — Z:(g,21,22) = (gx2, 21, 22).
For i = 1,2, we define the measures p; on Z by
pW) = [ el dula)
X (@1,02)€.W

for W C Z. Note that p; and p2 belong to the same measure class with
Radon-Nikodym derivative

d
ﬁ(x’ x,T2) = wp(x1, x2)

for a.e. (x,xz1,22) € Z. We have

(Ao ® v)(W) = /G /X ooy W] dpis (21) dg

= Yo D) |gen W du(z)

X (g,z1)€0~ 1 ()

- / S wena) du(a)

X (g,x1,22)EW
gri=T
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=p1od (W)

for measurable W C G x § and hence A\g ® vy = p; o 1. Similarly, A\¢ @ v, =
p2 o ®5. Considering the non-singular Borel automorphism ( : G xS - G x S
given by ((g,x1,x2) = (gw(z1,22),21,22) for g € G and (x1,22) € S, we have
®; = ¥y 0 and hence A\g ® vy = p1 0 Py 0 and Ag ® v, = pa 0 4 belong to
the same measure class. It follows that v, and v, do too. The Radon-Nikodym
derivative is given by

duy d(/\G ®Ug)
v, ($1,l‘2) d0G ® ) (9,3017332)
d(p1 o®y0() 1
d(plo(bQ) (9,1'1,.172) dp2 (g$2,$1,$2)

=g (w(:cl, xg))wr(xl, x3).

If Xo = X3, then R = Ry = Ry. Moreover, vy, and v, are the left and right
counting measure on R respectively. Since they belong to the same measure
class, we have that R is non-singular for the measure p;. If G is unimodular
and G ~ (X, ) is measure preserving, then dvy/dy, = 1 a.e. and hence p; is
an invariant measure.

Now, suppose that X is a cross section, i.e. G - X; = X up to null sets. Take
Borel maps v: X — G and 7 : X — X such that = y(z)n(z) for a.e. z € X.
A Borel function f: X — C is (strictly) G-invariant if and only if it is of the
form f; o7 for some R-invariant Borel function f; : X7 — C. From this, it
follows immediately that G ~ (X, u1) is ergodic if and only if R is. O

Let X7 be a partial cross section for G ~ (X, u). We will now prove that L(R)
is canonically isomorphic to a corner of the crossed product M = L*°(X) x G.
Using the same notation as in the proof above, we have that L?(Z,n) is a right
L(R) module where

(€ up)(@,y) = E(z, 0(®)wr (0(y),9) /> and (€ f)(@,y) = £, 9)f ()
for ¢ € L3(Z), p € [R], f € L=(X1) and a.e. (z,y) € Z.

Equip the orbit equivalence relation R with the push-forward of the measure
Ac®p on G x X under the Borel isomorphism o : GXX — R¢ : (9, z) — (gz, ).
This induces a unitary U : L?(Rg) — L*(G x X) given by

(Uf)(g, .%') = f(gx, .’L‘)
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for ¢ € L?(R¢g) and a.e. g € G and a.e. x € X. Denoting by ¢ the dual weight
associated to the natural weight on L (X) given by integrating with respect to
u, the unitary U identifies the M-M-bimodule L?(M, $) with L?(R¢g) where
the left and right module action on the latter is given by

(fug : 5)(1',y) = f(x)g(gilxa y)
and
(& - ugf)(@,y) = (2, 9y) f(v)a(9) "'/ D(g,y)"/>.
Now, we prove Proposition 2.5.41.

Proposition A.2. Let G ~ (X, u) be an essentially free, non-singular action.
Denote by M = L>°(X) x G and let X1 be a partial cross section. Then,

pMp = L(R) @ B(L*(U)),

where U is a neighborhood of identity such that the action map U x X1 — X is
injective and p = 1y.x, € L*®(X). In particular, if X1 is a cross section, then
p has central support 1 in M.

Proof. Fix a neighborhood U of identity such that the action map 6 : U x X7 —
X is injective. Write Xg = G- X. Take v : X9 — G and 7 : Xy — X; such that
x = y(z)w(z) and such that v(gz) = g and w(gz) = x for g € U and = € X;.
Let E = U - X; and denote by p = 1 € L*(X) the characteristic function.
Using the identification above, we have L?(M)p = L?*(Rg N (X x E)). Consider
the map

ReN(X X E) = ZxU: (z,y) = (z,7(y),7(y)).

This map is a Borel isomorphism with inverse (z,y, g) — (x, gy). Moreover,
using the previous result, this map induces a unitary

V:LA(M)p — L*(Z x U) : (VE)(x,y,9) = &(x, 9y)dc(9) /2 D(g, y)*/2.

Indeed,

(Ve V) = /Z /u (V&) (.9, 9) (Vi) (z,y. 9) dg dn(z, y)
N /u/zg(x’gwméc:(g)ﬂ?(g,y) dn(,y) dg

- / / £(hy, 9y)n(hw, 99)66(9) "D (g, y) dyus () dh dg
uJGgJ X,
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= / / §(hgy, gy)n(hgy, gy)D(g,y) dps(y) dg dh
GJU S X,

= / E(ha, v)n(he, z) du(x) dh
b's

G
=(&n)

for £,n € L*(Ra N (X x E)), where we used that £(hz, ) = (£ o @) (h, z) and
similarly for 7.

Denote by p : pMp — B(LQ(M)p) the x-antimorphism given by the right action
of pMp. Similarly, denote by p: LR — B(L?*(Z)) the x-antimorphism given by
the right action of L(R). Fix ¢, € [[R]] such that R = J,, graph ¢, and such
that the graphs are pairwise disjoint. A direct computation shows that

(Vo(pugp)V*€) (z,y,h) =

¢ (z, w(ghy), Y(ghy))dc (v(ghy) " gh) "> D(v(ghy) " gh,y) "/ *1a(ghy)

foralla € L*®(X) all g € G, a.e. (x,y) € X and a.e. h € G. Write

An={(y,9) € X1 xU | ghy € E and 7(ghy) = on(y)}

and denote u, = u,,. Then,

Volpugn)V* = 3 (0@ id)(1a, Vo (plun) © N5) € p(LR) B B(L* W),

n

where V,, € p(L>®(X1)) ® R(G) is defined by Vi,(y) = pu(y,en(y)) for y € Xi.
Similarly,
(Vo(pap)V*€) (x,y, h) = £(x,y, h)a(hy)

for all @ € L*(X) all ¢ € G and a.e. (z,y) € X. Hence Vp(pap)V* €
p(LR) ® L>=U). It follows that

Vp(pMp)V* C p(LR) ® B(L*U)).

Denote by v : M — B(L2 (M)p) the *-morphism given by the left action of
M. A straightforward computation shows that V~y(au,)V* commutes with
p(LR) @ B(L*(U)) for all a € L>(X) and all g € G. Since

B(L*(M)p) Ny(M)" = p(pMp),
we have that

V*(p(LR) ® B(L*(U)))V S ~(M)' 0 B(L*(M)p) = p(pMp)
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and hence Vp(pMp)V* = p(LR) ® B(L*(U)). Since p is a faithful anti-
representation, we get that

pMp = L(R) ® B(L*(U)).
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